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ABSTRACT

Heating and Cooling of Neutron Star Crusts

By

Michelle Suzanne Ouellette

With the launch of Chandra and XMM, many new and exciting observations of neu-

tron stars are being made. Some of these observations have detected transient neutron

stars cooling into quiescence. Transient neutron stars are a class of objects which are

observed to go through accretion outburst periods followed by long quiescent intervals.

These sources offer unique opportunities to probe the interior physics of neutron stars.

In order to interpret these observations, accurate models of neutron star crusts are

needed. In addition, experiments must be done to accurately determine the nuclear

physics input for the calculations.

A theoretical crust model was developed in this work to follow the evolution

of the quiescent luminosity of a transiently accreting neutron star, and its results

were compared with observations of two transient neutron stars: KS 1731-260 and

MXB 1659-298. The comparison shows that the calculations for one set of parameters

are consistent with observations of KS 1731-260, but under-predict the quiescent

luminosity for MXB 1659-298. Additional physics is necessary to fully understand

these systems. Constraints such as the conductivity of the crust and the material at

the center of the star can still be made on the interior physics of these neutron stars.

More observations are necessary to obtain data on more systems and to better map

out the actual cooling curves. To enable the interpretation of future observations, a

parameter study was performed to determine a set of cooling curve predictions for

various outburst lengths, recurrence times, and mass accretion rates.

The most important input to the cooling calculations is the heat deposited in the



crust during outburst events, which is a function of the outburst length and mass ac-

cretion rate, and determines the temperature of the crust before quiescence. This, in

turn, determines how the crust cools after the outburst. The primary sources of heat-

ing in the crust come from electron captures throughout the crust and pycnonuclear

reactions in the inner crust. Preliminary work has been done to calculate the depth

and thickness of these reaction layers using a network calculation implementing a re-

alistic thermal model in conjunction with all the relevant nuclear physics. The depth

and thickness of these layers depend on the temperature of the capture layer, the

nuclear electron capture reaction rate, and the reaction Q-value. Additional studies

are necessary to properly calculate the electron phase-space factor in determination

of the electron capture reaction rates.

Since the nuclei involved in the electron captures are very neutron-rich, many of

the nuclear properties necessary to calculate the electron captures are available only

from theoretical models. Experiments must be made to provide accurate data as input

for these calculations; of primary interest are the masses of these exotic nuclei. An

experiment has been proposed at the National Superconducting Cyclotron Laboratory

at Michigan State University to make time-of-flight measurements of nuclei in the

70Fe region. A pair of stacked parallel-plate avalanche counters for use in such an

experiment were designed, built, and tested. It was found that the resolution of these

detectors in the current design is too low for use in mass measurements requiring a

high timing precision.
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3.22 Lq1 for high conductivity, standard cooling, and Ṁob = 1016 g s−1. . . 64
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Chapter 1

Introduction

With the launch of the Chandra X-ray Observatory and XMM-Newton, many new

and exciting observations of neutron stars are being made. Some of these observations

have detected transient neutron stars cooling into quiescence. Transient neutron stars

go through accretion outburst periods followed by long quiescent intervals. These

observations open up new questions as to the interior properties and the thermal

evolution of these objects and offer unique opportunities to probe the interior physics

of neutron stars. To interpret these observations, accurate models of neutron stars

crusts are needed. The heating and cooling of accreting neutron stars is determined

by nuclear interactions in the crust and the thermal structure of the stellar interior

and can be studied by observing the X-ray light output. In addition, laboratory

experiments must be made to accurately determine the nuclear physics input for the

calculations.

Accretion onto a neutron star releases energy resulting in a luminosity, L ∼ 1037

erg s−1. When the accretion onto the surface of the star slows or stops, the X-ray

luminosity of the object decreases during several months to years, finally leveling out

in a quiescent state. Neutron star systems which show such large luminosity changes

are known as transient low-mass X-ray binary (LMXB) systems. Multiple transient

1



systems have been observed in a quiescent state where the luminosity, Lq is less than

1034 erg s−1, e.g. Cen X-4, Aql X-1, KS 1731-260, and MXB 1659-298. The source of

this quiescent luminosity is still uncertain. It could be due to continued accretion at a

much lower rate than during outburst [152], accretion onto the neutron star magneto-

sphere [27], or thermal emission from the neutron star core which has been heated by

nuclear reactions in the deep crust [22]. Of these three possibilities, the arguments for

accretion offer no predictions of the magnitude of the quiescent luminosity. Only the

deep-crust heating argument offers predictions of the quiescent luminosity that scale

with observations. The heating scenario also offers an explanation of the observed

thermal spectrum, though it does not explain the existence of a hard power-law com-

ponent. It is this deep-crust nuclear heating scenario which is the focus of the present

work.

Previous work to study the cooling of neutron stars has mainly focused on isolated

neutron stars (see Tsuruta [148] for a review). Studies of the energy sources of tran-

sient luminosity concentrated mostly on the atmosphere [46], or on the relationship of

cooling to pulsar glitches [34,36,153]. More recently, Colpi et al. [37] studied the effect

of non-equilibrium crust reactions on the temperature of the core of transient neutron

stars and quantified the variability of quiescent luminosity based on the deep-crust

heating model of Brown, Bildsten & Rutledge [22]. The work presented here follows

that of Ushomirsky & Rutledge [151], who expanded on the work of Colpi et al. [37]

and detailed the time dependence of the crust temperature and the luminosity over

a series of short outbursts.

In this work, a calculation was made to follow the thermal evolution of a transient

neutron star over a series of outbursts and quiescent periods. The results of these

calculations were compared with observations of two long-duration transient neutron

stars: KS 1731-260 and MXB 1659-298. In contrast to previous work, these calcula-

tions study the effects of different recurrence times and mass accretion rates for the
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sources. Calculations of KS 1731-260 are fit to the most recent observation [158] and

also include a study of the ignition conditions for explosive 12C burning. Compari-

son to observations reveals that the calculations agree with the observations for KS

1731-260, but under-predict the quiescent luminosity for MXB 1659-298. Additional

physics is necessary to more fully understand these systems, especially in the case

of KS 1731-260 where the calculations agree with the luminosity observed but still

cannot explain the observed superburst. Nonetheless, constraints can be made on the

interior physics of these neutron stars, such as the conductivity of the crust and the

material at the center of the star. More observations are needed to better map out

the actual cooling curves.

A survey of cooling transient neutron stars will aid in interpreting future and

archival observations of quiescent neutron stars which have undergone long outbursts.

With this aim, the cooling code was used to make a parameter study of neutron stars

cooling into quiescence in order to determine how the cooling curves change with

respect to outburst length, recurrence time, and mass accretion rate. The outburst

length and accretion rate determine how much heat is deposited in the crust over an

outburst, and the recurrence time determines the amount of heat lost during quiescent

periods. The thermal conductivity of the crust and neutrino emission from the core

also affect the rate at which heat is emitted during quiescence.

The most important input for the cooling calculations is the heat deposited in the

crust during outburst events. The amount of heat deposition determines the temper-

ature of the crust before quiescence. This, in turn, determines how the crust cools

after the outburst. Detailed studies of the processes taking place in the neutron star

crust were initiated by Sato [126], who studied several scenarios with different initial

compositions. See, also, the work of Bisnovatyi-Kogan & Chechetkin [18]. Vartanyan

& Ovakimova [154] studied aspects of the energy release, though they used a rather

unrealistic model of neutron star material, and Fujimoto et al. [52] showed that the
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energy release in the crust is greater than the inward heat flow due to hydrogen

burning in the outer layers. Haensel & Zdunik [66, 67] made additional calculations

of the energy release for electron captures and density-dependent pycnonuclear reac-

tions assuming a zero-temperature crust composed of one species at each depth. The

work presented here continues these studies by calculating the depth and thickness of

these reaction layers using a network calculation which implements a realistic thermal

model in conjunction with all the relevant nuclear physics.

Since the nuclei involved in the electron captures are far from the valley of β-

stability, many of the nuclear properties necessary to calculate the electron capture

reaction rates and other nuclear processes relevant to astrophysics are available only

from theoretical models. Experiments must be made to provide accurate data as input

for these calculations; of primary interest are the masses of these exotic nuclei. An ex-

periment has been proposed at the National Superconducting Cyclotron Laboratory

(NSCL) at Michigan State University (MSU) to make time-of-flight mass measure-

ments of nuclei in the 70Fe region. 70Fe is also believed to be a waiting point in the

rapid neutron (r-) process, and data about this nucleus will be useful in r-process cal-

culations. The production rates of such exotic nuclei are estimated to be quite low, so

it is necessary to construct gas detectors for use in these measurements. Gas detectors

have the advantage that the particle energy loss in the detector is minimal. A pair

of stacked parallel-plate avalanche counters (PPACs) for use in such an experiment

were designed, built, and tested. It was found that the resolution of these detectors in

the current design is not yet suitable for use in mass measurements requiring a high

time precision.

Chapter 2 provides the history and background of neutron stars. A description of

the calculation used to simulate the cooling of transient neutron stars is presented in

Chapter 3. Comparisons to observations are discussed, and a study of the parameters

involved is also described. Calculations of electron capture reactions under steady
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accretion in parallel with the thermal equations are explained in Chapter 4. The

discussion includes the dependence of the reaction layers on the temperature, Q-

value, and phase space calculation. Chapter 5 covers the design and testing of a

pair of timing PPACs for use in time-of-flight mass measurements. Conclusions and

suggestions of future work are included in Chapter 6.
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Chapter 2

Background

First hypothesized by Baade & Zwicky in 1934 [8], the first neutron star models were

made by Oppenheimer & Volkoff in 1939 [110], in which they modeled the neutron

star matter as an ideal gas of free neutrons near nuclear density and developed the

relativistic stellar structure equations. More details were added to the models in

the following years, which concentrated on describing the equation of state in the

neutron star [1,26,68,69]. It was not until 1967 that the first observational signature

of neutron stars was found [73]. With the discovery the following year of the Crab

and Vela pulsars situated in supernova remnants [133, 143], the connection between

neutron stars and massive stars was confirmed. Following this, in 1975 Hulse & Taylor

discovered the first binary neutron star [74], leading to the measurement of neutron

star masses.

Neutron stars in accreting binary systems are host to a wide variety of observa-

tional phenomena. In some systems, the accretion may slow or stop, and stars with

a high accretion luminosity will begin to decrease in brightness. Neutron stars ex-

hibiting high-luminosity accretion outbursts followed by long quiescent periods are

known as transient neutron stars. Observations of such cooling neutron stars offer

the opportunity to determine properties of the stellar interior by comparison with
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theoretical calculations. The rate of cooling after accretion ends is dependent on the

energy deposited in the crust during accretion, the state of matter in the crust, and

which type of material lies at the center of the star. The cooling curve will also be

affected by the equation of state throughout the star. In one case, a transient neu-

tron star has exhibited a superburst (Section 2.4.2) during the accretion phase, which

places additional constraints on the composition and physics of the interior [20].

Sections 2.1 and 2.2 set up the environment of transient neutron stars. More detail

about these systems, including observations is given in Section 2.3. Thermonuclear

bursts as evinced by transient neutron stars are described in Section 2.4, and some

observational aspects of the problem are collected in Section 2.5.

2.1 Neutron star structure

Neutron stars are believed to be the result of core-collapse supernova explosions. Typ-

ical interior temperatures of the star at birth are T & 1011 K, which cool to 109−1010

K through neutrino emission within a couple of days. Surface temperatures several

hundred years later, at 106 K, are a bit lower than the interior. At such high interior

temperatures, the matter can be considered as being in thermodynamic equilibrium,

and the material in which all possible interactions have completed is termed cold

catalysed matter [134]. It is on this basis that static models of neutron stars are con-

structed. However, accretion of matter from a secondary star onto the neutron star

(Section 2.2) can produce regions of the neutron star crust in which the matter is not

in its ground state. Many crust characteristics of neutron stars are dependent on the

composition, including the thermal structure [23, 66], neutrino energy loss [53], and

possible gravitational wave emission [17, 137]. The crust composition may also give

insight into the evolution of magnetic fields in such extreme environments.

The basic structure of a neutron star is illustrated in Figure 2.1. For neutron
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Inner crust

Outer crust

Core

rn

rnd

~10 km
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Figure 2.1: Internal structure of the neutron star showing the transitions between the
outer crust, inner crust, and core. Above the outer crust lie the thin atmosphere and
ocean. Here, ρnd is the neutron-drip density and ρn is the nuclear saturation density.

stars accreting matter with a solar abundance pattern, matter falls onto the gaseous

atmosphere and is burned there via the rapid proton (rp-) process originally described

by Wallace & Woosley [155], producing an X-ray burst (Section 2.4.2). The result of

this process is a mix of nuclei from He up through Te, with the most abundant nuclei

around A ∼ 60 [165] and A ∼ 104 [130]. No hydrogen remains at the end of the

process at a density of ∼ 106 g cm−3, though further burning of helium may occur.

The ashes of this burning get forced into the neutron star crust by continued accretion,

replacing the original crust in ∼ 106 yr. At a density of ∼ 109 g cm−3 carbon may

ignite, resulting in a superburst, an explosion a thousand times more energetic than

a regular X-ray burst (Section 2.4.2).

Upon further accretion, the matter is pressed into the outer crust of the neutron
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star. At a density of ∼ 109 g cm−3 the Fermi energy of electrons has risen high

enough that electron captures may occur [66, 126]. Here, nuclei are arranged in a

lattice surrounded by free relativistic electrons. Free neutrons are also present in the

inner crust which begins at the neutron-drip density, ρnd. The electron captures are

interspersed with pycnonuclear fusion reactions as the density of the matter increases

even further. This continues down to the crust/core interface at a density near the

nuclear saturation density, ρn. Just above the core/crust boundary, nuclei are more

stable in non-spherical configurations such as planar or cylindrical geometries known

as nuclear pasta [70,121]. Further increases in pressure cause the nuclei to disintegrate

into individual nucleons which are then incorporated into the core. The central density

of a neutron star may be higher than 1015 g cm−3. It is as yet unclear what sort of

matter lies at the heart of a neutron star. The nuclei disintegrate, but the constituent

products are unknown. The core could be composed of a gas of neutrons and protons,

nuclei mixed with pions [10, 11], kaons [84, 106], or hyperons [16], or the nucleons

could decompose further into a gas of quarks [3, 82,164].

2.2 Binary systems and accretion

Transient neutron stars reside in low-mass X-ray binary (LMXB) systems, which are

composed of a neutron star and a low-mass (M < 1 M¯) companion. The presence

of a slightly evolved low-mass star in the system indicates an old star, and as such,

these are Population II stars found in the galactic bulge and in globular clusters. In

the standard scenario, a binary system forms and the more massive star later evolves

into a neutron star, though tidal capture processes are also a likely scenario if the

kinetic energy of the system can be dissipated rapidly [47]. Reviews of binary system

evolution are given by Canal, Isern & Labay [29] and Iben [75].

In LMXBs, accretion of material from the secondary to the neutron star takes
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Figure 2.2: Illustration of the Roche lobes in a binary system. The Lagrange point,
L1, and the separation distance, DB, are shown.

place when the secondary fills its Roche lobe and begins to overflow through the

Lagrange point. The Roche lobes are formed by the equipotential surfaces of each

object, which are distorted by centrifugal force effects (Figure 2.2). Typical separation

distances between the primary and companion stars are between 0.001 and 1 AU.

Several effects may lead to a Roche lobe overflow. Interior evolutionary changes

of a star will cause it to expand and fill up its Roche lobe. Conversely, the orbit may

shrink due to angular momentum loss through either a stellar wind or gravitational

wave emission. The rate at which the companion star initially loses mass through the

Lagrange point depends on the structure of the star at the moment the Roche lobe is

filled, the degree to which orbital angular momentum and mass are conserved in the

system, and the response of the companion to accretion.

Matter from the companion star does not fall directly onto the neutron star, but

first piles up in the accretion disk to conserve angular momentum, and then flows onto

the surface of the neutron star. Total mass accretion rates are typically 1015 − 1018

g s−1. A limit exists to the total luminosity a star can emit and still remain in

hydrostatic equilibrium. This quantity is known as the Eddington luminosity, and is

given by

LEdd =
4πcGM

κ
= 1.3 × 1038

(

M

M¯

)

erg s−1, (2.1)
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where M and R are the mass and radius of the star, and κ is the atmospheric opacity.

If the luminosity exceeds LEdd, the star will expand due to radiation pressure.

The Eddington mass accretion rate is defined as the rate at which the gravitational

energy released by the in-falling matter generates the Eddington luminosity. Assuming

Thomson scattering is the only opacity source, this is denoted as [129]

ṁEdd =
2mpc

(1 + X)RσT

= 8.8 × 104

(

1.71

1 + XH

) (

10 km

R

)

g cm−2 s−1, (2.2)

where XH is the hydrogen mass fraction of accreted material, mp is the proton mass,

and σT is the Thomson cross section. A neutron star can locally accrete matter faster

than ṁEdd, in which case the radiation spreads out over the surface of the star,

eliminating the need for expansion.

2.3 Neutron star transients

As previously mentioned, the accretion in some binary systems may turn off, allowing

the neutron star to cool into a low-luminosity quiescent state. This is believed to be the

mechanism behind X-ray transients. The difference between transients and persistent

sources is not patent, but may be defined as an object whose luminosity changes by

& 3 orders of magnitude [122]. These systems exhibit long periods (years to decades)

of low X-ray luminosities (< 1034 erg s−1) separated by short outbursts lasting weeks

to months and characterized by luminosities of 1036−1038 erg s−1 [33]. As an example

of the behavior of these sources, Figure 2.3 shows the lightcurve of the well-studied

Aquila X-1 as observed with RXTE/ASM. For details of RXTE see Section 2.5.

This source exhibits a variable luminosity in quiescence, below the flux threshold of

RXTE/ASM. The quiescent luminosity of transient neutron stars in general has been

shown to vary by a factor of 3− 5 on timescales of years to days [27,58,122,123,152],

though the cause of the fluctuation is as yet unknown. A number of scenarios are
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Figure 2.3: The lightcurve of Aquila X-1 as observed with RXTE/ASM. The short
outburst length and ∼ 220 day recurrence time is evident.

variable accretion onto the neutron star surface [172], variable accretion onto the

magnetosphere [28], or a variable absorption column density (NH) [122].

A subclass of transients is characterized by very long outburst periods lasting

years to decades instead of weeks to months. These sources include MXB 1659-298

and KS 1731-260, as well as EXO 0748-676 [113], 4U 2129+47 [116,117], and X 1732-

304 (Terzan 1) [77, 98]. One of these sources, KS 1731-260, recently turned off after

accreting for more than 12 yr [159]. Its lightcurve is shown in Figure 2.4 [159]. Note

that the lightcurve declines rapidly, yielding clues as to the properties of the accretion

behavior.

Of these systems, EXO 0748-676 and X 1732-304 seem to have been in outburst

for ∼ 15 yr. MXB 1659-298 has shown two outbursts of 2.5 yr duration with a 20

yr quiescent period. 4U 2129+47 was originally thought to be a persistent source,

so its outburst length is unknown. Due to the long outburst duration, the neutron
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Figure 2.4: The lightcurve of KS 1731-260 as observed with RXTE/ASM.

star crust is presumed to heat much more than for short outbursts (e.g. Aql X-1);

thus it has been estimated that the quiescent periods are longer as well, lasting up

to centuries. However, it will be shown in this work that the length of the recurrence

time for certain models is not necessarily constrained. Of the sources listed above,

EXO 0748-676 and X 1732-304 seem to be brighter in quiescence than the other

systems [58, 113, 157]. Differences between the systems give indications about the

physics of the stellar interior, possibly indicating that these two sources have crusts

with a lower conductivity.

2.4 Thermonuclear bursts

Most neutron star transients reveal thermonuclear bursts during outburst periods.

The presence of X-ray bursts confirms that the primary in an X-ray emitting system
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is a neutron star, and indicates a low magnetic field strength of B < 109 G. Only one

transient neutron star (KS 1731-260) has shown a superburst, and this observation

places many additional constraints on the thermal properties of the neutron star crust.

2.4.1 X-ray bursts

X-ray bursts were discovered in 1975 by both Grindlay et al. [63] and Belian, Conner

& Evans [15]. Shortly after, Maraschi & Cavaliere [99] and Woosley & Taam [166]

discussed the possibility that the bursts were a result of thermonuclear burning of

hydrogen and helium on the surface of accreting neutron stars. The rp-process [155]

synthesizes the accreted matter via a series of proton captures and β-decays along the

proton-drip line. X-ray bursts last several seconds to minutes, producing a luminosity

of 1036−1038 erg s−1. It was shown for a one-zone model that when this process reaches

the Te isotopes, further burning is halted by the Sn-Sb-Te cycle [130], whereby the

strongly α-unbound 104Te decays back to Sn. Figure 2.5 shows the reaction flow of

the rp-process for a one zone, steady-state model illustrating the Sn-Sb-Te cycle. The

reaction flow is dominated by the 3α reaction for nuclei lighter than 12C, by the

(α,p) process from 12C to 25Al, and by the rp-process for heavier nuclei. Multi-zone

models [165] indicate that in subsequent bursts the burning does not reach this point,

instead creating nuclei of A ≈ 64.

X-ray bursts have been observed from ∼ 60 sources. Typical rise times are less

than 2 s, but some cases have exhibited rise times up to 10 s. Typical decay times

range from about 10 s to several minutes. The interval between bursts can range

from about 5 min up to days, but the behavior can be either regular or irregular.

The base luminosity of X-ray burst sources is not zero since continual accretion of

matter releases about 200 MeV/u in gravitational energy. In comparison, the rp-

process releases 6.9 MeV/u. Despite being much less energetic than the gravitational

energy release, the X-ray burst is visible above the accretion-powered background

14



3 reactiona

( ,p) processa

rp-process

Figure 2.5: The reaction flow of the rp-process illustrating the Sn-Sb-Te cycle (inset).
The solid line represents the strongest reaction flow and the dashed line represents a
weaker flow.
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since all of the energy is released in a short time. The fluence of the X-ray burst over

its duration, ∼ 1039 erg, therefore, is much larger than the fluence due to gravitational

energy in the same amount of time.

2.4.2 Superbursts

Superbursts are thermonuclear events similar to type I X-ray bursts: they have a rapid

rise and an exponential decline. However, the duration is 1000 times longer than a

normal burst, making the total energy output 1000 times greater. Nine superbursts

from seven sources have been detected: KS 1731-260 [86], 4U 1735-44 [41], 4U 1636-

536 [87], GX 3+1 [85], 4U 1820-303 [138], Ser X-1 [42], and 4U 1254-69 [79]. Four

additional flares which have superburst characteristics have been discovered from

G 17+2 [76] recurring on the order of weeks, though it is not certain whether these

flares are superbursts. The recurrence time between superbursts is uncertain, although

one source (4U 1636-536) has exhibited three superbursts over a period of ' 4.7

yr [87,139,156].

Cumming & Bildsten [44] and Brown & Strohmayer [138] proposed the ignition

of 12C in the outer crust as the source of these superbursts, and they predict that

superbursts should occur for any source with a luminosity above 0.1 LEdd, and should

occur with a recurrence time of a few years. Figure 1 in the Cumming & Bildsten

[44] paper plots the temperature required to ignite 12C at a given depth, which is

approximately 5 × 108 K for a depth of 1012 g cm−2. Schatz et al. [131] showed that

for low mass accretion rates (0.1 − 0.3 ṁEdd), significant amounts of carbon and

heavier elements remain in the ashes of the rp-process in X-ray bursts. The mass

fraction of 12C is somewhat below the 10% required by Cumming & Bildsten [44],

though more work is needed to determine under which conditions enough 12C is made

to fuel superbursts. The work of Wallace & Woosley [155] showed that 12C produced

in the rp-process is destroyed by subsequent bursts due to helium burning.
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For stable burning, significant amounts of 12C remain up to mass accretion rates

of 1 ṁEdd, and accreted matter enriched in helium above the solar abundance means

that more 12C remains at the end of the rp-process. However, superburst sources also

exhibit regular X-ray bursts, so superbursts should occur in the unstable burning

regime. Therefore, the origin of the 12C fuel for superbursts is still an open question.

As to the source of energy in superbursts, Schatz et al. [127] showed that the high

temperatures found in superbursts (T > 109 K) lead to photodisintegration reactions,

transforming the heavy nuclei into iron-group elements. Furthermore, they showed

that depending on the initial composition, photodisintegration can be the dominant

source of energy in superbursts.

2.5 Observations

Because the Earth’s atmosphere absorbs X-rays, observations cannot be made from

the ground, and it is necessary to place X-ray telescopes in orbit. Proportional coun-

ters and scintillators flown on rocket and balloon flights in the 1960s detected the first

extra-solar X-ray source, Sco X-1 [59]. Additional discoveries include X-rays from the

Sun, gamma-ray bursts, and X-rays from supernova remnants. The first X-ray satel-

lite was Uhuru, launched by NASA in the early 1970s, which discovered the first X-ray

emitting neutron stars. Several more satellites were launched in the following years,

and four X-ray telescopes launched in the last decade have contributed to and greatly

expanded X-ray astronomy. These are the Rossi X-ray Timing Explorer (RXTE),

BeppoSAX, XMM-Newton, and the Chandra X-ray Observatory (Chandra).

Launched in 1995, RXTE is useful for studying rapid time variability over a wide

range of energies. Its All Sky Monitor (ASM) surveys 80% of the sky every orbital

period (90 min) over the energy range 2−10 keV. BeppoSAX was retired in 2003, but

was useful due to its many instruments sensitive to a wide range of energies: 0.1−300
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keV. It had imaging capabilites of 1.5′ − 3′ FWHM. Both XMM and Chandra have

lower flux thresholds than RXTE, and so are useful for observing sources such as KS

1731-260 after they have decreased in luminosity below the RXTE threshold. XMM

is capable of returning X-ray spectroscopic data in the energy range 0.1−12 keV and

is a nice complement to Chandra, which can view objects more than twice as far as

previously launched telescopes and also offers very detailed images. Chandra has a

high angular resolution (0.5”) for its 1.0◦ field of view and it has a moderate energy

range of 0.09 − 10 keV over all of its instruments.

For observers, properties of the neutron star are altered by the gravitational red-

shift as follows: for the observed luminosity,

L∞ = L
(

1 − rg

R

)

, (2.3)

the observed effective temperature,

TS,∞ = TS

√

1 − rg

R
, (2.4)

and the observed stellar radius,

R∞ = R
(

1 − rg

R

)−1/2

. (2.5)

Here, rg = 2GM/c2 is the gravitational radius [144]. Luminosities, temperatures, and

radii discussed in this work are proper, and not redshifted, quantities.
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Chapter 3

The Cooling of Neutron Star

Transients

3.1 Description of the model

To understand how the crust of a neutron star responds to heating and cooling,

the time-dependent thermal balance equation was solved for four different crust/core

models following the work of Ushomirsky & Rutledge [151]. The dependence of the

quiescent luminosity on outburst length, recurrence time, accretion rate, and stellar

model were studied. During outbursts, nuclear reactions heat the stellar interior,

and during quiescence the crust cools through thermal and neutrino emission. The

equation of state follows that used in Brown [23].

3.1.1 Thermal balance in the crust

The entropy equation describes the balance of thermal energy in a neutron star crust

and is expressed as

T
dS

dt
= −1

ρ
∇ · F + ε, (3.1)
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where T is the temperature, S is the entropy, ρ is the mass density, F is the flux,

and ε = εN + εν represents sources and sinks of energy. Because the crust is very

thin compared to the radius of the neutron star (Figure 2.1), the general relativistic

corrections enter the calculation only through the relativistic gravity. The flux is given

by Fick’s Law, F = −K∇T , where K is the thermal conductivity (Section 3.1.2). In

plane-parallel coordinates the flux equation may be rewritten as

F

Kρ
=

∂T

∂y
, (3.2)

where y =
∫

ρdr = P/g is the column depth. Here, P is the pressure, and g is the

gravity.

Using the flow velocity, u = ṁ/ρ, where ṁ is the accretion rate per unit area, and

the thermodynamic relation

(

∂s

∂P

)

T

= −
(

∂T

∂P

)

s

(

∂s

∂T

)

P

, (3.3)

a number of simplifications can be made to transform the left-hand side of Equation

(3.1) into a more useful form [21]:

T
dS

dt
= cP

[

∂T

∂t
+ ṁ

∂T

∂y

]

− cP Tṁ

y
∇ad, (3.4)

where cP is the specific heat at a given pressure. The adiabat is ∇ab ≡ (∂ ln T/∂ ln P )s.

Further simplification may be made by treating all terms containing ṁ as negligible

[21] since the energy produced by compressional heating in the crust is small compared

to the energy released by nuclear reactions. Because Ṁ is small (Ṁ ∼ 10−11 − 10−8

M¯ yr−1), the total mass accreted before the crust reaches a steady state is small,

and the mass of the atmosphere, therefore, stays roughly constant over the period of

accretion. Thus, matter which gets pushed onto the star is incorporated into crust
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at same rate as matter at the bottom of the crust is forced into core material, which

keeps the flux of matter through the layers constant, maintaining a static structure.

Combining Equation (3.1) and the relevant terms from Equation (3.4) leaves

cP
∂T

∂t
= −1

ρ
∇ · F + ε. (3.5)

The sources of energy, εN , (Section 3.1.2) in the neutron star crust are the electron

captures throughout the crust with pycnonuclear reactions and neutron emission in

the inner crust. Energy in the form of non-interacting neutrinos, εν , leaves the neutron

star primarily through bremsstrahlung neutrino interactions in the crust.

The timescale for heat to diffuse through a given thickness from a radius ro to r

can be obtained from Equation (3.5) and is given by [72]

τcool '
1

4

[
∫ r

ro

(ρcP

K

)1/2

dr

]2

. (3.6)

The calculation of the cooling rate for heat to reach the top of the crust and the core

for two mass accretion rates is shown in Figure 3.1. The cooling timescale to the core

agrees well with the calculations of Ushomirsky & Rutledge [151], and the timescale

to the top of the crust is in agreement with the calculation of Brown, Bildsten &

Rutledge [22]. As is clear in Figure 3.1, the thermal time in the inner crust is longer

than for layers toward the surface, so the heat deposited in in deep layers is spread

out radially before it reaches the surface. This means that while individual reactions

in the outer layers may be visible observationally, heat from reactions in the inner

layers will merge together before reaching the surface, so individual reaction layers of

the deep crust will not be observable. This is also a result of the difference in column

depth between the reaction layers: those in the outer crust are more separated than

those in the inner crust.
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Figure 3.1: The time for heat to diffuse from a given column depth to the top of
the crust (bottom panel) and to the core (top panel). Two mass accretion rates are
shown: Ṁ = 1015, 1017 g s−1. Note that most of the nuclear energy is produced around
y ∼ 1016 g cm−3.

3.1.2 Physical input

The mass of the neutron star was set to 1.4 M¯ and the radius, R, was set equal to 10

km at a density of 109 g cm−3. Relativistic gravity was used, where g = GM/(R2eφ),

with eφ =
√

1 − rg/R [144]. The inner boundary, which is defined as the core/crust

interface, was set to a density of 1.6 × 1014 g cm−3, slightly below the transition

density specified by Brown [23]. The density calculated here and the one cited by

Brown [23] are in agreement with Pethick et al. [114] and Akmal et al. [2]. These

stellar properties yield a crust mass of 0.01 M¯ and a thickness of about 0.3 km. The

composition is taken from the electron capture calculations of Haensel & Zdunick [66]

with the assumption that a single species of 〈Z〉 and 〈A〉 exists at any given depth.
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Equation of state

The equation of state was taken from Brown [23], and a plot of it is shown in Figure

3.2. The pressure is composed of contributions from electrons, ions, and neutrons.

The electrons in the crust are relativistic and degenerate. The equation of state of

the electrons is provided in a table of the Helmholz free energy from Timmes &

Swesty [146]. The ion pressure is calculated from derivatives of the Helmholz free

energy with respect to the ionic free energy which can be expressed as a function of

Γ =
Z2e2

kBT

(

4π

3
n

)1/3

= 5.9 × 105

(

Z2

T

)(

Xi

A
ρ

)1/3

. (3.7)

This is simply the ratio of the Coulomb energy of a Wigner-Seitz cell to the thermal

energy, where n is the number density of nuclei, Z is the charge number, and A is

the mass number. Xi = 1 − Xn is the mass fraction of nuclei, where Xn is the mass

fraction of neutrons. If Γ ¿ 1 the ions will behave as an ideal gas. For temperatures

and densities of interest to this calculation, Γ À 1, so matter in the neutron star

crust is not in a gaseous state. When the Coulomb energy becomes comparable to

the thermal energy, Γ ∼ 1, the ions will be affected by the Coulomb field, and be-

come strongly-coupled, i.e. interactions between particles become non-negligible. The

equation of state for matter in this phase was taken from Chabrier & Potekhin [31],

who considered a one-component plasma including electron screening effects. At some

point — calculated by Brown to be Γ = 178 — the ions will settle into a lattice con-

figuration. This transition is given by the intersection of the free energies of the liquid

and solid states. The equation of state for the lattice comes from fits to simulations

made by Farouki & Hamaguchi [48], who modeled the molecular dynamics of a one-

component, strongly-coupled plasma. The binding energy of the nuclei is calculated

from the compressible liquid drop model of Mackie & Baym [96], which, in the limit

of single nucleons, accounts for the surrounding neutron gas as well.
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Figure 3.2: Pressure as a function of density in the neutron star crust. Notice that
there are discontinuities in the density where electron captures occur.

Specific heat

The total specific heat in the crust is the sum of contributions from electrons, ions, and

free nucleons. Electrons in the crust behave as a strongly degenerate, ultra-relativistic

gas. The heat capacity per electron is then [169]

Ce =
m∗

epF,ek
2
BT

3~3
≈ 5.67 × 1019

(

ne

n0

)2/3

T9 erg cm−3 K−1, (3.8)

where ne = (Z/A)XiNAρ is the number density of electrons, m∗

e ≈ pF,e/c, and pF,e is

the electron Fermi momentum. The number density n0 = 0.16 fm−3 is the standard

nuclear saturation density. For free nucleons, as in the case for neutrons in the inner

crust, the heat capacity is that of a non-relativistic, degenerate gas [169]:

Cn,0 =
m∗

npF,nk
2
BT

3~3
≈ 1.61 × 1020

(

m∗

n

mn

)(

nn

n0

)1/3

T9 erg cm−3 K−1. (3.9)
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Here, pF,n is the Fermi momentum, nn is the neutron number density, and m∗

n ' 1

is the effective mass of the neutron. The effective mass is set equal to one since the

interactions between neutrons are presumed to be negligible. Finally, the heat capacity

for ions was calculated numerically from the derivatives of the free energy [31,48].

Superfluidity

The strong force between two nucleons is composed of short-range repulsive inter-

actions and attractive interactions at larger distances. In the inner crust, a certain

fraction of neutrons are free, and the average inter-particle distance is larger than the

range of the repulsive interaction. Due to the influence of the attractive interactions,

therefore, a macroscopic fraction of the neutrons pair as bosons and occupy a single

quantum state. Excitations out of this state require the pair to be broken, necessi-

tating a jump in energy, ∆(T ), the energy gap. Superfluidity affects the equation of

state and the thermal state of the star through the neutron specific heat. The effects

of superfluidity on the cooling timescale are complicated by normal fluid components

and the behavior of the specific heat near the critical temperature.

Neutrons will become superfluid if the temperature falls below a certain critical

temperature, Tc. Protons in the crust are bound in nuclei and are thus not subject

to superfluidity. At densities lower than about nuclear density, neutrons pair in a

singlet state, and they pair in a triplet state for higher densities. The critical temper-

ature is dependent on the Fermi wavevector, kF = (3π2n)1/3, and a fit to the critical

temperature calculations may be expressed as [23]

Tc(k) = Tc,0

[

1 − (kF − k0)
2

(∆k/2)2

]

. (3.10)

The parameters Tc,0, k0, and ∆k depend on the state of the matter (Table 3.1) and

were chosen to reproduce the transition temperatures of Amundsen & Østgaard [4] for
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Table 3.1: Parameters used for the calculation of the critical temperature.

State Tc (MeV) k0 (fm−1) ∆k (fm−2)
neutron 1S0 0.802 0.7 1.2
neutron 3P2 0.0776 2.0 1.6
proton 1S0 0.345 0.7 1.0

Figure 3.3: The calculation of the critical temperature, Tc, as a function of density
for the singlet and triplet states of neutrons. Matter with a temperature below Tc for
either case will be in a superfluid state.

the singlet state and Amundsen & Østgaard [5] for the triplet state. Equation (3.10)

also reproduces the results of Takatsuka & Tamagaki [142]. A plot of the critical

temperature in the neutron star crust is shown in Figure 3.3. It is clear that neutrons

at ρ & 6 × 1011 g cm−3 will be superfluid since temperatures in the crust are always

below 109 K.

Superfluidity was included for the calculation of the specific heat of the neutrons in

the inner crust following the formulation of Yakovlev et al. [169]. In general, the heat

capacity for superfluid neutrons can be written as Cn = Cn,0Rsf , where Cn,0 is given by

Equation (3.9), and Rsf describes how the heat capacity changes due to superfluidity.
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Fit expressions for Rsf are given for the different pairings of neutrons [93]:

Rsf (
1S0) =

(

0.4186 +
√

(1.007)2 + (0.5010v)2

)2.5

exp
(

1.456 −
√

(1.456)2 + v2

)

(3.11)

Rsf (
3P2) =

(

0.6893 +
√

(0.790)2 + (0.2824v)2

)2.5

exp
(

1.934 −
√

(1.934)2 + v2

)

.

(3.12)

Here, v = ∆(T )/(kBT ) is a dimensionless quantity describing the temperature depen-

dence of the energy gap amplitude. It is a function of τ = T/Tc, and analytical fits

to numerical data have been calculated by Levenfish & Yakovlev [93]:

v(1S0) =
√

1 − τ

(

1.456 − 0.157√
τ

+
1.764

τ

)

(3.13)

v(3P2) =
√

1 − τ

(

0.7893 +
1.188

τ

)

. (3.14)

Thermal conductivity

The heat in the crust is transported by relativistic electrons, and is given by the

Wiedemann-Franz law [170,173]:

K =
π2

3

k2
BTne

m∗
e

ν−1. (3.15)

Here, m∗

e = εF/c2 is the effective mass of an electron where εF is the Fermi en-

ergy and ν is the effective collision frequency [119]. Where ions are liquified, the

thermal conductivity is determined by electron-electron and electron-ion scattering:

ν = νei + νee, where νei is the electron-ion frequency [118, 119, 167, 170] and νee is

the electron-electron collision frequency [118, 145, 149]. Where ions are crystallized,

the conductivity is given by electron-electron, electron-impurity, and electron-phonon

scattering: ν = νee +νeQ +νep. Here, νep is the the electron-phonon frequency [12] and

νeQ is the electron-impurity scattering frequency [170].
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Electron-electron interactions are non-negligible only in the liquid phase for weak

electron degeneracy where Z . 6, and so are typically negligible over much of the

crust. The collision frequency is given by [119,149]

νee =
3α2

f (kBT )2

2π3~m∗
ec

2

(

2kF

kTF

)3

J(xr, y), (3.16)

where y =
√

3Tpe/T , Tpe = (~/kB)
√

4πe3ne/m∗
e is the electron plasma temperature,

and

J(xr, y) ≈
(

1 +
6

5x2
r

+
2

5x4
r

) [

y3

3(1 + 0.07414y)3
ln

(

1 +
2.81

y
− 0.81

y

v2
F

c2

)

+
π5

6

y4

(13.91 + y)4

] (3.17)

is a fit of the scattering integral [170]. This is dependent on the relativistic parameter,

xr ≈ 1.009(ρ6Z/A)1/3, and y. Further, kF is the Fermi wavevector, vF is the Fermi

velocity, and the electron degeneracy temperature is

TF =
εF − mec

2

kB

≈ 5.93 × 109
√

1 + x2
r K. (3.18)

In addition, the Thomas-Fermi wavevector describes the electrostatic screening prop-

erties of the electron gas by accounting for the change in the electron wavefunction

near the ion, and is given by

k2
TF = 4π2∂ne

∂µ
≈ αf

π

√

1 + x2
r

xr

(2kF)2. (3.19)

The impurity parameter for neutron star matter is expressed as [81]

Q ≡ 1

n

∑

i

(Zi − 〈Z〉)2, (3.20)

where 〈Z〉 = n−1
∑

i niZi is the mean charge number. The crust is actually predicted
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to be quite impure [129,130]; however, in this study, only one ionic species is assumed

to be present at a given depth. In this manner, impurities can be neglected in order

to study the bounds on the conductivity. For the case of no impurities where Q = 0,

the upper bound on the conductivity is expressed as the electron-phonon scattering

off of a pure crystal. The lower bound on the conductivity is that of a completely

disordered crust, where Q ∼ Z2. This case corresponds to electron-ion interactions in

a liquid.

The fits of electron-ion scattering frequency used here were by calculated by

Potekhin et al. [119]. The frequency is expressed as

νei,ep =
4ZεF

3π~
α2

fΛ, (3.21)

where Λ is the Coulomb logarithm in the Born approximation:

Λ =

∫ 2kF

q0

dq q3u2(q)S(q)

[

1 − v2
F

c2

(

q

2kF

)2
]

. (3.22)

Here, q is the momentum transfer in the collision, and q0 is a cutoff parameter which

is equal to zero for elastic scatterings in the liquid phase, and equal to the equivalent

radius of the Brillouin zone, qB = (6π2ni)
1/3, in the solid phase. Expressed in such a

manner, Equation (3.21) calculates both the electron-ion and electron-phonon colli-

sion frequencies. Equation (3.22) also includes u(q) ≡ |U(q)|/(4πZe2), where U(q) is

the Fourier transform of the electron-ion scattering potential, and S(q), which is the

effective static structure factor taking into account correlations in the Born approxi-

mation. Potekhin et al. [119] calculate an effective electron-ion scattering potential in

order to analytically integrate Equation (3.22), and they provide analytical fits which

have been used in this calculation.
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Neutrino emission

Neutrino emission in the crust, εν in Equation (3.5), is dominated by bremsstrahlung

interactions by electrons scattering off of the Coulomb field of nuclei in the crust

[65,80,100]:

e− + Z → e− + Z + ν + ν. (3.23)

The fits of Haensel et al. [65] were used for the liquid state of the ions, and those

of Yakovlev & Kaminker [168] were used for the crystalline state. Pair, plasma, and

photo neutrino emission processes [132] were not included since they are negligible at

the temperatures of interest. Pethick & Thorsson [115] showed that band-structure

effects would suppress bremsstrahlung interactions at temperatures of 5× 109 K and

below because the separation between electron energy bands is ∼ 1 MeV, much larger

than the thermal energy. Despite this, these effects have not been included here since

the exact structure of the crystal lattice is unknown and the band-gap effects are

negligible when the lattice is impure. Furthermore, the neutrino emission in the crust

is much lower than the emission from the core and thus the band-gap effects would

only minimally affect the neutron star cooling.

Neutrino emission from the core is a very effective means of cooling the neutron

star [11, 35, 49, 51]. The standard mode of neutrino energy loss is assumed to be

through the modified Urca reactions:

n + n → n + p + e− + νe (3.24)

n + p + e− → n + n + νe. (3.25)

The neutrino emissivity due to these reactions is [169]

LUrca,n
ν = 8.55 × 1021RMn

sf T 8
9 (3.26)
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for the neutron branch, where T9 is the temperature in units of 109 K. For the proton

branch, the emissivity becomes

LUrca,p
ν = 8.53 × 1021RMp

sf T 8
9 . (3.27)

RMn
sf and RMp

sf are again the superfluid reduction factors as given by Levenfish et

al. [169].

Because the matter in the neutron star core is unknown, the possibility exists for

there to be enhanced neutrino cooling. Enhanced cooling may be due to the presence

of a pion condensate [11], quark-β decay [25,82], or direct Urca reactions. As an upper

bound on the neutrino luminosity, the direct Urca processes were considered. These

are reactions occurring directly, without the need for a spectator nucleon:

n → p + e− + νe (3.28)

p + e− → n + νe. (3.29)

This process is forbidden in the outer core and crust of the neutron star because the

free proton fraction is too low to simultaneously conserve momentum and energy [92].

However, in the inner core the fraction of protons may become high enough that the

reactions become relevant. The neutrino emissivity for these reactions is [169]

Q = 4 × 1027RD
sfT

6
9 , (3.30)

where RD
sf is the reduction factor for the direct Urca process [169]. For temperatures

on the order of 109 K, the direct Urca process is 5 − 6 orders of magnitude more

efficient than the modified Urca process. For a 1.4 M¯ star, as studied here, only the

very central region of the core exhibits the direct Urca process if it occurs at all. The

spatial separation of the core into direct Urca and modified Urca neutrino emission

31



regions is discussed in Appendix B.

Nuclear reactions

Heating in the deep crust occurs through electron captures accompanied by neutron

emission and pycnonuclear reactions. These were tabulated by Haensel & Zdunik

[66] assuming the outermost layer of the crust was composed purely of iron. A later

calculation [67] was made of nuclei with A ∼ 106, but it was shown that there

was little difference in total nuclear heating between the two cases. It may be more

realistic to consider nuclei such as A ∼ 62, 66, being products of superbursts [127],

but for the current calculation A = 56 is sufficient. It is uncertain how the presence

of other isotopes in a layer affects the pycnonuclear reactions. The pycnonuclear

reactions rely on the inter-particle spacing, and if there are other isotopes present,

it is possible that the inter-particle spacing between like species will become larger

and pycnonuclear reactions will be quenched; thus, the total energy production for

pycnonuclear reactions may be reduced.

Figure 3.4 shows a calculation of the composition and energy production in the

crust based on data from [66]. Note that free neutrons are present where ρ > 6× 1011

g cm−3. For each electron capture below the neutron drip density, the mass number

remains the same while the charge number decreases by one unit. Above neutron drip,

neutrons are emitted during an electron capture and so the mass number drops as

well. For a pycnonuclear reaction both the charge number and mass number double.

The plot of energy production clearly shows that most of the energy produced

in the crust is due to pycnonuclear reactions; however, the energy produced by the

electron captures may be more evident in certain observations as discussed below.

Table 3.2 lists the reactions in the neutron star crust for the A = 56 chain. According

to Haensel & Zdunik [66], reactions deeper in the crust (ρ > 1013 g cm−3) are not

included here because the energy release per nucleon beyond this point is negligible
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Figure 3.4: A calculation of the crust composition using data from Haensel & Zdunik
[66]. In the plots of 〈Z〉 and 〈A〉 the steps down are due to electron captures and the
jumps up are due to pycnonuclear reactions. Xn is the neutron mass fraction and qN

is the nuclear energy production in units of MeV/u.

compared to reactions at lower pressures. The neutron fraction also becomes large

enough that there are more free neutrons than neutrons in nuclei; therefore, the

nuclei become less dense and less bound. In addition, the validity of the model they

use becomes questionable at densities greater than 1014 g cm−3 since the free neutron

fraction becomes so high that only about 10% of nucleons are bound in nuclei.

Jones [83] has recently reviewed the evolution of rp-process ashes beyond neutron

drip and has shown that the electron capture calculations of Haensel & Zdunik [66]

produce nuclei lying well below the equilibrium charge number for matter at this

density. He states that further reactions must proceed to increase Z. Principally,

these reactions are neutron pair captures followed by electron emission. As a result, he

predicts the mass-quadrupole tensor components to be an order of magnitude smaller

than previous estimates [17, 150], which would have observational consequences for

gravitational wave emission. While confirmation of this theory and implementation
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Table 3.2: Reactions occurring in the neutron star crust as a function of pressure [66].
The heat deposited by each reaction is also listed. The first group of reactions occur
in the outer crust before neutron drip. The rest of the reactions occur in the inner
crust.

Pressure (dyne cm−2) Reaction Heat deposited (MeV/u)
7.235 × 1026 56Fe→56Cr - 2e− + 2νe 0.01
9.569 × 1027 56Cr→56Ti - 2e− + 2νe 0.01
1.152 × 1029 56Ti→56Ca - 2e− + 2νe 0.01
4.747 × 1029 56Ca→56Ar - 2e− + 2νe 0.01
1.361 × 1030 56Ar→52S + 4n - 2e− + 2νe 0.05

1.980 × 1030 52S→46Si + 6n - 2e− + 2νe 0.09
2.253 × 1030 46Si→40Mg + 6n - 2e− + 2νe 0.10
2.637 × 1030 40Mg→34Ne + 6n - 2e− + 2νe 0.47

34Ne + 34Ne→68Ca

2.771 × 1030 68Ca→62Ar + 6n - 2e− + 2νe 0.05
3.216 × 1030 62Ar→56S + 6n - 2e− + 2νe 0.05
3.825 × 1030 56S→50Si + 6n - 2e− + 2νe 0.06
4.699 × 1030 50Si→44Mg + 6n - 2e− + 2νe 0.07
6.043 × 1030 44Mg→36Ne + 8n - 2e− + 2νe 0.28

36Ne + 36Ne→72Ca
72Ca→66Ar + 6n - 2e− + 2νe

7.233 × 1030 66Ar→60S + 6n - 2e− + 2νe 0.02
9.238 × 1030 60S→54Si + 6n - 2e− + 2νe 0.02
1.228 × 1031 54Si→48Mg + 6n - 2e− + 2νe 0.03
1.602 × 1031 48Mg + 48Mg→96Cr 0.11
1.613 × 1031 96Cr→88Ti + 8n - 2e− + 2νe 0.01
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into the cooling calculations are beyond the scope of this work, a future study will be

devoted to this problem.

3.1.3 Numerical method

Recasting Equation 3.5 in a solvable form gives

∂T

∂t
=

1

cP ρ

[

∂K

∂r

∂T

∂r
+

2K

r

∂T

∂r
+ K

(

∂2T

∂r2

)]

+
1

cP

ε. (3.31)

Using the scale height, H = P/ρg, and hydrostatic balance, dP/dr = −ρg, Equation

(3.31) was solved as a function of lnP using dr = H d ln P to ensure that there would

be adequate resolution where the pressure and density change rapidly as a function

of radius.

Equation (3.31) is a parabolic nonlinear differential equation which was linearized

into a series of ordinary differential equations (ODE) using the method of lines [97,

135]. Following this formulation, each ∂/∂ ln P term can be translated into a finite

difference between the two points adjacent to the point of interest in a second order

method. Since the boundary conditions are dependent only on the point of interest and

one adjacent point, inaccuracies in the boundary conditions will propagate through

neighboring points in the calculational grid. These errors will be smoothed out with

subsequent integration steps. The series of ODEs was integrated forward in time using

the variable-order Bader-Deuflhard stiff integration routines [9] with a tolerance of

10−3. A convergence test was made that showed the calculational method deviated

only slightly when the number of grid points, N , was changed. N = 400 was chosen to

keep the computation time short while giving enough spatial resolution to ensure that

at most two electron capture layers would fall within a zone. With this resolution,

the thermal time at the top of the crust (Equation [3.6]) is ∼ 1 day.

A zone is defined as the difference in the log of the pressure: ∆(ln P ). The vari-
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ous calculational quantities, such as temperature and density, are determined at the

boundaries of the zone. It is assumed that matter does not accumulate anywhere so

∂ρ/∂t = 0, and the grid is static. The composition of a zone containing a burning

layer is the mass average of nuclei present above and below the layer. Zones not con-

taining a burning layer are composed of a single ionic species. Each burning layer is

included in only one zone determined by the pressure at which the burning occurs,

and the heating is spread out over the zone. If there is more than one burning layer

in a pressure zone, the deposited heat is the sum of the heat for each layer and the

composition of the zone is the mass average of the composition above, below, and

between the burning layers.

Boundary conditions

Because each boundary point is adjacent to only one other grid point, the corre-

sponding partial differential equations must be amended. For the outer boundary, the

equation becomes

∂T

∂t
= − 1

cP ρ

1

H∆(ln P )
[F0 − Fn] , (3.32)

where F0 is the flux at the stellar surface, and Fn is the flux at a density of 109 g

cm−3, the top of the crust.

The value of F0 is dependent on the composition and thermonuclear state of the

upper layers. During accretion, the temperature at the base of the hydrogen burning

zone is set to T0 = 2.5 × 108 K [23,43]. Equating the flux at this point to the flux at

the outer boundary of the crust yields

F

1022
=

1

1.2

[

ln

(

y

y0

)]−1
[

(

T

T0

)2

− 1

]

, (3.33)

with the base of the hydrogen burning zone set at y0 = 108 g cm−2. See Appendix A

for the derivation of this boundary condition.
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In the absence of accretion, the upper boundary condition is set by the material in

the envelope surrounding the crust [64]. It is assumed that this envelope is composed

of 56Fe, though a small amount of accreted material (M & 10−16M¯) will affect the

cooling rate since the thermal insulation will be reduced due to the lighter nuclei

present [118]. The temperature fits calculated by Potekhin et al. [118] match an

effective temperature at the stellar surface to a temperature in the deeper layers at a

density of 1010 g cm−3. This relationship is determined by the equation of state and

the thermal conductivity of the matter in the envelope, both of which are affected by

the composition. From this relationship a flux can be calculated at the surface and

equated to the flux at the outer boundary. The temperature relationship is given by

Tb = 1.288 × 108

(

T 4
6,s

g14

)0.455

K, (3.34)

where T6,s is the effective temperature in units of 106 K, and g14 is the gravity at the

outer boundary in units of 1014 cm s−2.

The core is assumed to be isothermal due to its high conductivity [62] and so the

inner boundary is placed at the edge of the outer core at a density of 1.6 × 1014 g

cm−3. The boundary condition at this point is given by

∂T

∂t
=

4πr2
cc

C
K

∂T

∂r
− 1

C
Lν , (3.35)

where rcc is the radius of the core-crust interface, and C is the total heat capacity

of the core. Lν is the neutrino luminosity of the core, which, in this calculation, may

be given by either modified Urca neutrino emission (Equations [3.26] and [3.27]), or

direct Urca neutrino emission (Equation [3.30]). See Appendix B for details on the

total heat capacity of the core and the treatment of the neutrino luminosity in the

presence of nucleon superfluidity.
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Accretion events

An outburst is defined as the period of time during which the neutron star exhibits a

high luminosity, which can range from about 1036−1038 erg s−1. In these calculations

it is assumed that this luminosity is due to accretion. Outbursts are separated by

quiescent periods when the neutron star emits a lower luminosity between 1032 − 1034

erg s−1, during which it is assumed that the accretion has shut off. Over the course

of many outbursts, where the recurrence time τrec < 104 yr, the neutron star crust

will reach a limit cycle such that the temperature profile of the crust and core return

to the same quiescent level after each outburst. A recurrence time greater than this

corresponds to the thermal timescale of the core, at which point the thermal emission

is no longer dominated by heat from the crust.

To obtain a reproducible cooling curve, such as what a neutron star would exhibit

after millions of years, a model was run starting from a temperature profile corre-

sponding to a 1.4 M¯, 10.7 km neutron star with electron-ion scattering in the crust

(see Figure 7 of Brown [23]). The initial temperature profile is consequential only

in the number of outbursts needed to reach a limit cycle. Over the course of many

outbursts, the crust relaxes into its own characteristic temperature profile regardless

of the choice of the intitial profile. Once a limit cycle was reached, one further calcu-

lation was done for a time spanning the outburst and the following quiescent period

starting with the temperature profile at the end of the previous quiescent period.

Each cooling curve described herein has been calculated in this manner.

The mass accretion rate enters into the calculation through the nuclear energy

term, εN , in Equation (3.5). For simplicity, each accretion event is represented by

the sum of two step functions since the precise behaviour of the accretion as it turns

on and off is uncertain. One should note that there may be residual accretion after

the end of the outburst and so the calculations presented here offer a lower limit to

the quiescent luminosity curves. The timestep for each integration period was chosen
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to be less than 1% of the length of the outburst. Timesteps greater than this were

shown to reduce the resultant luminosity, and shorter timesteps had a negligible effect

on the luminosity. Furthermore, this timestep allows the calculation to be run in a

reasonable amount of time.

3.2 The transient neutron star KS 1731-260

3.2.1 Observations of the source

Having been initially detected in 1989 by COMIS/TTM on Mir-Kvant [141], the

neutron star X-ray transient KS 1731-260 accreted actively for ∼ 12 yr and entered

quiescence in February 2001. A possible optical counterpart was identified using Chan-

dra [160], and infrared counterparts were found with YALO [111], and ESO/MPI [101].

The detection of type I X-ray bursts characterizes the primary as a neutron star. Sub-

sequent observations about one month after the source entered quiescence [24, 159]

showed that the luminosity of the source rapidly decreased from ∼ 1037 erg s−1 to

∼ 1033 erg s−1, though this may be uncertain to within a factor of three due to

spectral errors [124]. The source was observed again by Wijnands et al. [158] using

XMM-Newton in September 2001, and it was found that the X-ray luminosity had

dropped to (2 − 5) × 1032 erg s−1.

Analysis of radius-expansion bursts by Muno et al. [103] set an upper limit on the

distance to the source of 7 kpc. This method was discussed by Galloway et al. [57]. If

the energy of a thermonuclear burst is released rapidly enough, the maximum lumi-

nosity, the Eddington luminosity (Equation [2.1]), will be reached when the radiation

force balances gravity. The extra energy is converted to potential and kinetic energy

which raises the outer layers of the star while the luminosity remains constant. The

apparent temperature and the solid angle of the emission region are obtained from

blackbody fits to the background-subtracted burst spectra. The source is not likely
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a pure blackbody since electron scattering can cause deviations in the spectra. This

results in a higher temperature and a smaller radius at a given flux.

Rutledge et al. [124] assumed an outburst duration τob = 13 yr and calculated a

recurrence time τrec = 1500 yr from the flux to match the value inferred by assuming

a steady-state crust. The quiescent flux for the source is the lowest observed flux thus

far, Fq = 3.5 × 10−13 erg cm−2 s−1. Integrating over the length of the outburst, they

found a fluence of F = 2.3 erg cm−2. The recurrence time is given by [124]

τrec ≈
F

135 Fq

Qnuc

1.45 MeV

0.2

ε
, (3.36)

where Qnuc is the nuclear energy deposited in the crust and ε is the efficiency with

which the accretion energy is converted to radiation. Rutledge et al. [124] made the-

oretical calculations of this source using the 1500 yr recurrence time calculated for a

steady-state crust and compared the lightcurves to their quiescent observation. They

showed that this observation was best explained by assuming a high-conductivity

crust and enhanced neutrino cooling in the core. In addition, to agree with their ob-

servation of Lq = 2.7×1033 erg s−1, the total energy from nuclear heating in the crust

needed be be adjusted to Qnuc = 3.1 MeV, more than twice the value predicted by

Haensel & Zdunik [66] for the A = 56 electron capture chain.

During its period in outburst, one 12 hr superburst was observed in 1996 with

RXTE/ASM [86]. If the ignition of 12C is the source of these outbursts, then at some

point during outburst, KS 1731-260 must have reached a temperature high enough

to ignite 12C unstably at a depth where the recurrence time would be ∼ 12 yr. This

places an additional constraint in matching calculations to the observations. The

calculations presented here were made to compare with the results of Rutledge et

al. [124] and to expand upon their work by surveying a range of recurrence times

and possible outburst lengths. Self-consistent calculations are also made to study the
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Table 3.3: The four physical models used in the cooling calculations.
Low conductivity High conductivity

electron-ion electron-phonon
Standard cooling
modified Urca

ei,std ep,std

Enhanced cooling
direct Urca

ei,enh ep,enh

feasibility of unstable ignition of 12C.

3.2.2 Modeling the source

For comparison to the work of Rutledge et al. [124], the cooling code input was set

to match the inferred properties of KS 1731-260: τob = 12 yr, and τrec = 1500 yr. The

accretion rate was calculated from the observed luminosity during outburst from [22],

Lacc ≈
GMṀ

R
= 1.858 × 1038

(

M

1.4 M¯

) (

10 km

R

)

(

Ṁob

1018 g s−1

)

erg s−1, (3.37)

where Ṁob is the mass accretion rate during the outburst. For KS 1731-260 this results

in Ṁob = 2 × 1017 g s−1, though this value may be quite uncertain due to errors in

the distance, accretion efficiency, and physical uncertainties of the binary system. The

model was run with both high and low conductivity, and both standard and enhanced

core neutrino cooling (Table 3.3). Rutledge et al. [124] state that the maximum core

temperature of this source should be < 3.5 × 108 K, and these calculations confirm

that.

The resulting cooling curves are shown in Figure 3.5, and are in good agreement

with the calculations of Rutledge et al. [124], though there are some differences. The

left panel shows the luminosity of the star as a function of time after the outburst has

ended, and can be compared with Figure 3 of Rutledge et al. [124]. Note that their

figure shows the quiescent luminosity at infinity (Equation [2.3]) and the quiescent

luminosity shown in Figure 3.5 is the luminosity at the surface of the star. The
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Figure 3.5: Calculation of KS 1731-260 for τob = 12 yr and τrec = 1500 yr, showing
the cooling curves (left panel) and maximum temperature profiles (right panel). The
observations are marked with circles.

microphysics used in this calculation is the same as in Rutledge et al. [124, 151],

though the exact implementation and treatment of the core physics may differ. One

difference in the model is that they assumed τob = 13 yr while τob = 12 yr is assumed

here, though this difference should have a negligible effect on the quiescent luminosity.

It is not understood why their curve for the high-conductivity/standard cooling case

is so close to the curve for the low-conductivity cases, since a high-conductivity crust

means that the heat leaves the star much faster than a low-conductivity crust, thus

resulting in a lower luminosity.

The observations are also shown in Figure 3.5. The point at t = 0.1 yr is the

Chandra observation by Rutledge et al. [124] and has been adjusted to the stellar

reference frame. The large error bar is mostly due to spectral uncertainty. The point

at t = 0.7 yr is an XMM-Newton observation made by Wijnands et al. [158]. The

value they quote has been adjusted to the stellar reference frame also, and since

they quote only the X-ray luminosity, their value was doubled to approximate the

bolometric luminosity. In order to fit the observation of Lq = 4.6 × 1033 erg s−1 at

t = 0.1 yr and Lq = 1.2 × 1033 erg s−1 at t = 0.7 yr, both high conductivity and
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enhanced core neutrino cooling are needed in the star, as has been suggested by

Rutledge et al. [124] and as illustrated in Figure 3.5. Moreover, the slope of the high-

conductivity/enhanced cooling case is the best match to the data. This is probably a

better comparison parameter since this ratio is not dependent on the distance to the

source.

Figure 2.4 shows the observed lightcurve of KS 1731-260. The drop in flux takes

∼ 4 yr from a maximum at MJD 500 to the lowest observed flux at MJD 2000, hinting

that the mass accretion rate may decrease during that time. A calculation of KS 1731-

260 was made in which the mass accretion rate decreased steadily during the last 4

yr of the outburst, and the results are shown in Figure 3.6. Comparing Figures 3.6

and 3.5 shows that while there is only a slight change for the low-conductivity cases,

the cooling curves are much flatter for a steadily deacreasing mass accretion rate. In

addition, the slope of the high-conductivity/enhanced cooling case for the variable

mass accretion rate during outburst does not match the observations as well as the

same model for a constant mass accretion rate, hinting at continued accretion until

the end of the outburst. Furthermore, the error bar is large enough on the t = 0.1 yr

observation that the low-conductivity cases are not ruled out. While a more in-depth

study of this problem has not been undertaken, this calculation indicates that such

an investigation is necessary.

Figure 3.5 also shows temperature profiles of the crust at the time when the

temperature is at a maximum. This maximum temperature profile is reached at the

end of an outburst. If this source is to produce superbursts, the temperature at a

column depth of 1012 g cm−2 must reach a temperature high enough to ignite 12C

unstably in the upper layers of the star. Brown [20] studied the ignition depth of 12C

in the steady-state crust and showed that enhanced cooling is not compatible with

the observed superburst energetics and recurrence times unless the crust has a low

conductivity.
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Figure 3.6: Calculation of KS 1731-260 for τob = 12 yr and τrec = 1500 yr where
the mass accretion rate decreased steadily for the last 4 yr of the outburst. The
observations are marked with circles.

Clearly the calculations of KS 1731-260, which exhibited a superburst, indicate

both a high-conductivity crust and enhanced neutrino cooling. Here, self-consistent

12C ignition calculations were made following Cumming & Bildsten [44] and Brown

& Bildsten [21] to determine the recurrence time of unstable 12C burning given the

properties of KS 1731-260. The ignition condition is expressed as

dεnuc

dT
≥ dεcool

dT
, (3.38)

where εnuc is given by

εnuc =
1

2
QY 2

CρN2
A 〈σv〉E, (3.39)

and εcool is given by the approximation

εcool =
ρKT

y2
. (3.40)
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Table 3.4: Neutron star crust properties and 12C ignition properties for various cooling
models. The temperature T is at the outer boundary, y is the column depth at which
12C would ignite, Γ indicates the state of matter at y, and trec is the recurrence
timescale for ignition.

Model T (108 K) y (1012 g cm−2) Γ trec (yr)
ei, std 4.38 9.44 35.7 20
ei, enh 4.36 9.44 36.0 20
ep, std 2.65 33.7 88.3 71
ep, enh 2.10 45.1 2705 95

Here, Q = 13.96 MeV is the Q-value of the 12C+12C →24 Mg fusion reaction, NA 〈σv〉

is the stellar reaction rate, and E is the enhancement factor. A 10% mass fraction of

12C throughout the crust and a 90% mass fraction of the species present at a given

depth were assumed. The 12C + 12C reaction rate of Caughlan & Fowler [30] was

used with the screening enhancement factor of Ogata et al. [108]. Table 3.4 shows

the results of this calculation along with properties of the neutron star crust for the

various cooling models shown in Figure 3.5. The temperature at the outer boundary

of the crust is the major determinant in where 12C will ignite in the star.

Since the burst profile, cooling behavior, and energetics of the KS 1731-260 su-

perburst are similar to other superbursts, the recurrence time should also be similar.

Kuulkers et al. [86] found an energy of ' 9.8 × 1041 erg for the superburst from KS

1731-260, indicating a recurrence time of 5.5 yr assuming the presence of 10% 12C.

Considering that the 12 yr, non-continuous observation of this source yielded evidence

of one superburst, there are few constraints for the recurrence time that one can place

on this source resulting from the calculations presented here. This calculation assumes

that 12C survives to the ignition depth; however, several caveats should be mentioned.

First, it is not at all certain that 12C even survives to the ignition depth listed in Ta-

ble 3.4. In the region between the base of the rp-process burning zone and the top

of the electron capture zone, reactions with residual 4He could deplete the amount of

12C. In addition, for the first three models listed in Table 3.4, stable burning depletes
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the 12C before unstable burning can ignite. Another problem is that Γ (Equation

[3.7]) for the high-conductivity/enhanced cooling scenario is well into the regime of a

crystalline state at the ignition depth. In this case, it is likely that the 12C nuclei are

well-separated from each other and interspersed with other nuclei such that carbon

fusion reactions would be suppressed. In recent work, Cooper & Narayan [40] studied

the neutron star parameters in relation to 12C ignition and found that superbursts

on neutron stars with high-conductivity crusts and enhanced neutrino cooling were

much to energetic (> 1044 erg) to match the observations. Nevertheless, superbursts

are observed and deep ignition of 12C is currently the most likely explanation.

Dependence on outburst length and recurrence time

To understand how KS 1731-260 can show both superbursts and a low luminosity

after one year in quiescence, calculations were run for a series of outburst lengths

ranging from 3 − 12 yr and recurrence times ranging from 100 − 1500 yr. While an

outburst length of 12 yr is the estimated value for this source, continuous monitoring

of the source was done only for the last 6 yr of the outburst period, placing a lower

limit on the outburst length. All the same, an outburst length of 3 yr is included

for comparison. Since the source has only been observed in one outburst period, the

recurrence time is unconstrained, so several recurrence times are also tested. Rutledge

et al. [124] claim that the recurrence timescale found by Wijnands et al. [159] is a lower

limit, though it will be shown in a parameter study (Section 3.4) that the recurrence

timescale for KS 1731-260 is unconstrained even at short recurrence times. The low-

conductivity/standard cooling model is discussed here, though general trends in the

results hold for the other models.

For an outburst length τob = 12 yr, there is little variation in the maximum

temperature curves or in the length of the cooling timescale for different recurrence

times. This can be understood by considering the thermal state of the crust at the end
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of the outburst. For a low-conductivity/standard cooling model, the thermal profile

of the crust and core is hot enough that the time it takes for heat to diffuse from

the core through the crust (see Figure 3.1) is on the order of the recurrence time,

so little variation is seen in the thermal profile for small changes in the length of

the recurrence time. The recurrence time affects the quiescent luminosity for times

shorter than the thermal diffusion timescale through the crust, which is about 100 yr.

There is more variation in the temperature profiles for an outburst length of τob = 6

yr. Figure 3.7 shows the cooling curves and temperature profiles for various recurrence

times. It is clear in the plot of cooling curves that the quiescent luminosity for any

recurrence time is similar to the low-conductivity/standard cooling model calculated

for the τob = 12 yr case (compare to Figure 3.5). The change in quiescent luminosity

over time is not large, and this behavior would be evident observationally; however,

the luminosity difference between cooling curves for the various recurrence lengths is

too small to be observed. In addition, it is shown in the plot of temperature profiles

that the interior of the star stays slightly cooler for long recurrence times than for

the τob = 12 yr case, though the temperature at y ∼ 1012 g cm−2 is still high enough

that 12C may be ignited.

Finally, note the temperature inversion around y ∼ 1015 g cm−2. Since there is

a heat flux into the star from the hydrogen burning in the outer layers and since

the heat from the deep crust reactions flows primarily into the core, the outer crust

(y ∼ 1012 − 1014 g cm−2) heats up more quickly than the region around 1015 g cm−2.

This behaviour is even more pronounced when the outburst length is shortened to 3

yr (Figure 3.8). It is clear that the outburst length of KS 1731-260 is not this short,

but the calculation may be applicable to other sources where the outburst length is

comparable (e.g. MXB 1659-29). This situation may also offer a scenario consistent

with the observations of KS 1731-260 whereby the quiescent luminosity of a source

can drop significantly in ∼ 1 yr while still maintaining a high temperature in the outer
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Figure 3.7: Calculation of KS 1731-260 for τob = 6 yr and various recurrence times,
showing the cooling curves (left panel) and maximum temperature profiles (right
panel). Calculations were made for the low-conductivity model with standard cooling.

crust. As is evident in the plot of cooling curves for τob = 3 yr, there is a drop in the

quiescent luminosity by a factor of two in the first year after the end of the outburst.

This points to a prominent role for the electron captures in the outer crust in heating

up the outer layers which then cool off more rapidly than the interior (Figure 3.1).

The short outburst length means that the crust at a depth of 1012 g cm−2 does not

heat up enough to trigger 12C ignition in the upper layers, and such systems should

therefore show no superbursts. On the other hand, while the temperature profiles for

an outburst length of 12 yr begin to plateau around ρ ∼ 1015 g cm−2, they do not

exhibit an inversion.

The short outburst lengths and recurrence times discussed here search for a sce-

nario whereby the temperature at the top of the crust can be hot enough to ignite 12C

while the lightcurve declines rapidly enough to match the observations of KS 1731-

260. However, as can be seen, the observed luminosity decline cannot be explained

when using realistic recurrence times since the calculated lightcurves are still too flat.
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Figure 3.8: Calculation of KS 1731-260 for τob = 3 yr and various recurrence times,
showing the cooling curves (left panel) and maximum temperature profiles (right
panel). Calculations were made for the low-conductivity model with standard cooling.

Dependence on mass accretion rate

Since the mass accretion rate for this source is quite uncertain, calculations were made

to study the effect of the mass accretion rate on the cooling curves and temperature

profiles. The standard τob = 12 yr and τrec = 1500 yr was used. It has already been

shown in Figure 3.5 that the calculation for the high-conductivity/enhanced cooling

model yields the proper cooling curve, but the temperature is too low for superburst

ignition on a recurrence timescale of 10 yr. On the opposite front, the temperature

predicted by the low-conductivity/standard cooling model is consistent with super-

bursts, but the cooling curve is much too shallow. A nice compromise between the low

quiescent luminosity and high temperature profile is the low-conductivity/enhanced

cooling case which shall be used here.

Changing the mass accretion rate halfway through the outburst by ±50% did not

change the cooling curve by more than a factor of two. However, the mass accretion

rate was also varied from 1015 − 2 × 1017 g s−1 for the entire outburst duration, and

the results are shown in Figure 3.9. It is evident that there is a large dependence on

the mass accretion rate in the amount of heat deposited in the crust. Although the
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Figure 3.9: Calculation of KS 1731-260 for τob = 12 yr, τrec = 1500 yr, and various
outburst mass accretion rates. The cooling curves (left panel) and maximum temper-
ature profiles (right panel) are shown. A low-conductivity/enhanced cooling model is
used. The observations are indicated by the circles.

luminosity at t = 1 yr matches the observations best for the low accretion rates, the

temperature at the 12C ignition layer is much too low to ignite superbursts on a 10

yr recurrence timescale.

During the outburst, the accretion luminosity, Lacc, is given by Equation (3.37).

Following the outburst period, the crust cools according to whichever model is used,

and the quiescent luminosity at t = 1 yr, Lq1, is useful in distinguishing between these

models. The ratio Lacc/Lq1 is independent of the distance to the source and thus is

useful in reducing the uncertainties in the observations. If one compares Lacc/Lq1 for

different models and mass accretion rates, a rough fit finds that the ratio Lacc/Lq1

goes as ∼
√

Ṁob (Figure 3.10).

The high-conductivity models have a higher Lacc/Lq1 ratio across all mass accre-

tion rates due to the behavior of the high-conductivity crust. The outburst luminosity

is dependent mainly on the mass accretion rate, and thus does not vary with the

interior stellar properties. The high-conductivity models cool much more within a

year than the low-conductivity models; hence, the ratio Lacc/Lq1 is higher. Note that
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Figure 3.10: The ratio Lacc/Lq1 as a function of mass accretion rate during the out-
burst for τob = 12 yr and τrec = 1500 yr. Lq1 is the luminosity 1 yr after the end of
the outburst.

Lacc/Lq1 for the high-conductivity/enhanced cooling model at Ṁob = 2×1017 g s−1 is

actually lower than Lacc/Lq1 for Ṁob = 1017 g s−1. This is because the lightcurve for

the higher mass accretion rate drops more quickly in the first year than the lightcurve

for the lower mass accretion rate. The crust is heated more for the higher mass ac-

cretion rate and the high conductivity allows the heat to flow out faster. The cooling

curve is much less steep for lower mass accretion rates so the effect is not noticeable.

This ratio difference for a given mass accretion rate is dependent solely on the stel-

lar properties. If the outburst and recurrence lengths for a given source are known, the

accretion rate may be inferred from a diagram such as Figure 3.10 with assumptions

on the interior stellar properties. On the other hand, if the accretion rate of system

is known, such a diagram will help to narrow the interior properties of the neutron

star. A parameter study and additional diagrams of Lq1 are discussed in Section 3.4.
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3.2.3 Summary

The work presented here shows calculations of KS 1731-260 cooling from an outburst

period into quiescence. The presence of a core with T < 108 K has been confirmed.

It has been demonstrated that KS 1731-260 most likely contains a high-conductivity

crust and exhibits enhanced neutrino cooling from the core. The calculations made

here agree with the observations within the uncertainties. Despite this, the tempera-

ture of the outer crust for this model is too low to ignite 12C as fuel for superbursts.

Calculations based on the energy of the observed superburst indicate a recurrence

time of 5.5 yr, but calculations made here suggest a recurrence time of 95 yr.

In search of a model that fits the observations and also allows for a reasonable 12C

ignition recurrence timescale, the recurrence time, outburst length, and mass accretion

rate for this source were studied. While there are combinations of the recurrence

time and outburst length that give reasonable 12C ignition recurrence times, these

models are inconsistent with the observed luminosity. In addition, no constraints

can be placed on the outburst recurrence time. Though an immediate drop-off in

accretion is unlikely, a more accurate profile of the behavior of the accretion was

found to disagree with the observations. Finally, it was found that the ratio Lacc/Lq1

is a useful observational quantity independent of distance. This ratio gives a clear

distinction between the high- and low-conductivity cases for all mass accretion rates,

and one can distinguish further between enhanced and standard cooling for the high-

conductivity case at high mass accretion rates.
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3.3 MXB 1659-298

3.3.1 Observations of the source

MXB 1659-298 was first discovered in outburst in 1976 by Lewin et al. [94] with SAS

3 and remained bright for another 11 months. X-ray bursts from the source confirmed

that the primary is a neutron star. Its position was confirmed with HEAO 1 data by

Doxsey et al. [45]. Shortly after, the source was found to exhibit eclipses with a 7.1

hr period [38, 39], confirming the presence of a companion object. It was observed

to be in outburst again in 1999 [78] after a 21 yr period in quiescence. The source

remained in outburst for 2.5 yr and returned to quiescence in 2001. MXB 1659-298

was observed by Wijnands et al. [162] using RXTE about a month after its return to

quiescence with a flux of ∼ 3× 10−13 erg cm−3 s−1. It was observed again twice after

this using Chandra [163]. During the 1.6 yr between the first and last observations

studied by Wijnands et al. [163], the flux of the source decreased by a factor of 7− 9.

The distance range of 5 − 13 kpc determined by Wijnands et al. [163] is consistent

with previous measurements by Oosterbroek et al. [109] and Muno et al. [104] who

cited a distance of 10 − 13 kpc.

Since measurements of the distance to the source were not determined indepen-

dently from the neutron star flux, the normalization was fixed with three different

distances by Wijnands et al. [163] in their spectral analysis. These distances were kept

fixed between observations and the column density was also kept fixed. Table 3.5 was

taken from Wijnands et al. [163] and lists the bolometric flux for different assumed

distances for each observation. Comparisons of this data to the cooling calculations

were made using the 10 kpc distance.

While the outburst length and recurrence time have been observed, the mass

accretion rate is more uncertain. Wijnands et al. [161] made a study of the behaviour

of the X-ray bursts and concluded that the source exhibited both high- and low-
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Table 3.5: Table of bolometric flux for different assumed distances at each observation.
Fluxes listed are in units of 10−14 erg cm−2 s−1, unabsorbed.

Observation (MJD) 5 kpc 10 kpc 13 kpc
52197 61.6±4.2 42.1±2.9 37.7±2.8
52562 16.9±1.5 10.1±1.0 8.5±0.8
52768 8.9+1.4

−0.4 5.1±0.9 4.2±0.6

accretion rate bursts, though they make no estimates as to what the accretion rate

should be. To approximate the accretion rate, one needs to know the luminosity or the

flux and distance to the source. Table 1 of Wijnands et al. [161] lists the properties

of a number of X-ray bursts from MXB 1659-298. A mean persistant flux can be

taken to be ∼ 9 × 10−10 erg cm−2 s−1. During the outburst, the luminosity is given

by Equation (3.37). Assuming a distance of 10 kpc, the outburst accretion rate is

calculated to be 5.8 × 1016 g s−1. However, this value is quite uncertain given the

error in the distance and non-continuous flux, variable by a factor of two.

3.3.2 Calculations

Assuming an outburst length of 2.5 yr and a quiescent period of 20 yr, the lightcurves

of MXB 1659-298 were calculated using the same procedure as discussed in Sec-

tion 3.1.3. The estimated mass accretion rate, Ṁ = 5.8 × 1016 g s−1 was used

here. To compare the cooling curves with the observations [163], the flux at MJD

52768 and 10 kpc (Table 3.5) and the calculated luminosity at MJD 52768 for the

high-conductivity/enhanced cooling case were used to calculate a distance to the

source: 7 kpc, in reasonable agreement with the 10 kpc suggested by Wijnands et

al. [163]. When using the same flux and the calculated luminosity for the high-

conductivity/standard cooling case, one obtains a distance of 18 kpc, out of the range

of error on the distance estimate.

Luminosities at each observation point were then calculated using the distances

obtained from the calculated lightcurves as described above and the fluxes at 10 kpc
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Figure 3.11: Lightcurves of MXB 1659-298 for various models. The squares show
luminosities calculated from the fluxes listed under 10 kpc in Table 3.5 normalized to
the high-conductivity/standard cooling curve at t = MJD 52768.

listed in Table 3.5. Cooling curves for the various models are shown in Figure 3.11

with the observations normalized to a distance of 18 kpc and Figure 3.12 with the

observations normalized to a distance of 7 kpc. It is evident that the cooling curves for

the low-conductivity cases are too luminous to agree with the data. Due to the rate

of cooling after the outburst and distance estimate, the high-conductivity/enhanced

cooling case gives the most likely state of MXB 1659-298. As can be seen in Figures

3.11 and 3.12, the observed luminosity points fall on a line which is much steeper than

either the high-conductivity/standard cooling case or the high-conductivity/enhanced

cooling case. Because the calculations here assumed accretion that acted as a step

function and did not have a slow rise to maximum accretion or slow return to qui-

escence, the observations suggest that the actual source could have some residual

accretion after the major outburst period which would keep the initial quiescent flux

higher than the calculations. This is a likely scenario since other sources (e.g. Aql

X-1) show signs of residual accretion resulting in a variable quiescent luminosity.
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Figure 3.12: Lightcurves of MXB 1659-298 for various models. The circles show lumi-
nosities calculated from the fluxes listed under 10 kpc in Table 3.5 normalized to the
high-conductivity/enhanced cooling curve at t = MJD 52768.

The calculations made here are a nice complement to the conclusions of Wij-

nands et al. [163], who suggested the presence of both a high-conductivity crust and

enhanced core cooling in this source based on the rapid decrease in quiescent luminos-

ity. These calculations take into account the long-term behaviour of MXB 1659-298,

assuming that its behaviour is consistent over its history. As Wijnands et al. [163]

mention, this long-term evolution of the source is important in comparing observa-

tions to the calculations. Consequently, it appears from these long-term evolution

calculations that there is evidence of a high-conductivity crust in this neutron star

source. Additional flux measurements and a tighter error on the distance measurement

would serve to better constrain the interior properties of this source.

Since there has only been one quiescent interval observed, the recurrence time

for this source was varied from 5 − 50 yr with a resulting difference in luminosity at

t = 0.1 yr after the outburst of 1032 erg s−1. It is not likely that this difference is

observable. Considering the uncertainties on distance and mass accretion behavior,
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Figure 3.13: Lightcurves of MXB 1659-298 for various mass accretion rates calculated
with the high-conductivity/enhanced cooling model.

no constraints can be placed on the recurrence time based on these calculations.

Because the mass accretion rate of MXB 1659-298 is unconstrained, the outburst

accretion rate was varied from 1015 − 1017 g s−1 and the results are shown in Figure

3.13. These calculations were made using the high-conductivity/enhanced cooling

model since this is the model for the calculated accretion rate which gives a distance

in agreement with previous estimates. While the calculations for 1016 and 1015 g s−1

are shallower than the calculation for 6×1016 g s−1, these mass accretion rates cannot

be ruled out, as some residual accretion may occur after the outburst which is not

taken into account in these calculations. Comparing observations to the quiescent

luminosity at 1.6 yr for the calculation of Ṁ = 1017 g s−1 yields a distance of 16

kpc, slightly out of the likely range of distances stated previously. A calculation of

Lacc/Lq1 for this source shows the same relationship as for KS 1731-260, including

the turnover in the relationship for the high-conductivity/enhanced cooling case.
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3.3.3 Summary

The neutron star transient MXB 1659-298 was modeled as it cooled from an accre-

tion outburst into quiescence, and from the calculations it is not possible to constrain

the behavior of this source. Based on the calculations, it would seem that the star is

composed of a high-conductivity crust and a core which exhibits enhanced neutrino

cooling. This model yields a distance estimate in accordance with previous measure-

ments. It is likely that this source is host to some residual accretion which would keep

the luminosity curve steeper than the calculations show. The outburst mass accretion

rate for this source is very uncertain, so calculations were made in an attempt to

constrain it. While a mass accretion rate of 1017 g s−1 provides the steepest decline

in quiescent luminosity, the distance calculated for this model is out of the range of

error on previous measurements. In addition, the difference in quiescent luminosity

between calculations with recurrence times 5 − 50 yr is too small to be observed,

so these calculations do not serve to constrain the outburst recurrence time. Again,

residual accretion would explain the discrepancy between observation and calculation.

If this is the case, it would show that not all transient neutron star luminosities are

dominated by thermal emission.

3.4 Evolution of quiescent luminosity: a parameter

study

In order to survey the parameter space for transient neutron stars, a series of cooling

curves was calculated for different values of outburst length, recurrence time, and

outburst mass accretion rate within each of the conductivity and neutrino cooling

models. Table 3.6 lists the range of parameters used. Figure 3.14 shows graphically

a small portion of the parameter space. The upper bound on the outburst length

matches the observed outburst length of KS 1731-260. The lower bound was chosen
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Table 3.6: Parameters used for the study of cooling curves. Refer to Table 3.3 for the
definition of the various models.

Model Ṁob (g s−1) τob (yr) τrec (yr)
ei, std 1015 1 2
ei, enh 1016 2.5 5
ep, std 1017 3 10
ep, enh 6 20

10 50
12 100

300
500
1500

to be an extension of the work by Ushomirsky & Rutledge [151] and corresponds to

an outburst length slightly longer than that of Aql X-1. The shortest recurrence time

is determined by the length of the outburst, i.e. the recurrence time cannot be shorter

than the length of the outburst. In order to study the cooling of the crust, the upper

bound on the recurrence time was set to 1500 yr, the estimated recurrence time of

KS 1731-260 [124]. Times longer than this approach the cooling timescale of the core

and would thus affect the results. A quiescent cooling curve was calculated following

the method presented in Section 3.1.3 for each combination of model, mass accretion

rate, outburst length, and recurrence time resulting in a total of 528 cooling curves.

3.4.1 Results

Figures 3.15 – 3.26 show the quiescent luminosity at t = 1 yr after the end of the

outburst, Lq1, as a function of outburst length, τob, and recurrence time, τrec. This

parameter gives a quick estimate of how quickly the neutron star crust cools imme-

diately after the outburst. It is also a value which can be measured shortly after a

transient neutron star outburst has ended. Each red plus marks the value of Lq1 ob-

tained for a run. The area enclosed by four values of Lq1 is colored based on the value

interpolated for the four points. In each plot is an extra disconnected point which

59



Outburst length (yr)

R
ec

u
rr

en
ce

 t
im

e 
(y

r)

1 2.5 3 6 10 12

2

1500

500

300

100

50

20

10

5

Figure 3.14: One twelfth of the cooling curve parameter space. An identical space
exists for each mass accretion rate within each model. The empty boxes represent
non-physical runs.

corresponds to τob = 1 yr, τrec = 2 yr. It is disconnected from the grid due to the

non-symmetric grid resolution. While Lq1 for each mass accretion rate within a given

model has been been plotted on the same z-axis scale for comparison purposes, the

color value scale shows finer detail.

The first general trend to note is that Lq1 decreases as the recurrence time increases

and as the outburst length decreases. In addition, it is obvious that Lq1 increases with

increasing mass accretion rate. This was previously illustrated for the sources KS 1731-

260 (Figure 3.9) and MXB 1659-298 (Figure 3.13). The average mass accretion rate

for a source is given by 〈Ṁ〉 ≈ Ṁobτob/τrec. This relationship determines the average

amount of heat deposited in the crust over a series of outbursts. Lq1 increases as this

average mass accretion rate increases.

The overall range of the quiescent luminosity at t = 1 yr after the outburst

is 1032 ≤ Lq1 ≤ 2.8 × 1034 erg s−1. While it would be difficult to determine the

conductivity of the crust and type of neutrino cooling from the core based solely on
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Figure 3.15: Lq1 in the parameter space for low conductivity and standard cooling at
a mass accretion rate of 1015 g s−1.
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Figure 3.16: Lq1 in the parameter space for low conductivity and standard cooling at
a mass accretion rate of 1016 g s−1.
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Figure 3.17: Lq1 in the parameter space for low conductivity and standard cooling at
a mass accretion rate of 1017 g s−1.
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Figure 3.18: Lq1 in the parameter space for low conductivity and enhanced cooling at
a mass accretion rate of 1015 g s−1.
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Figure 3.19: Lq1 in the parameter space for low conductivity and enhanced cooling at
a mass accretion rate of 1016 g s−1.
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Figure 3.20: Lq1 in the parameter space for low conductivity and enhanced cooling at
a mass accretion rate of 1017 g s−1.
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Figure 3.21: Lq1 in the parameter space for high conductivity and standard cooling
at a mass accretion rate of 1015 g s−1.
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Figure 3.22: Lq1 in the parameter space for high conductivity and standard cooling
at a mass accretion rate of 1016 g s−1.
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Figure 3.23: Lq1 in the parameter space for high conductivity and standard cooling
at a mass accretion rate of 1017 g s−1.
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Figure 3.24: Lq1 in the parameter space for high conductivity and enhanced cooling
at a mass accretion rate of 1015 g s−1.
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Figure 3.25: Lq1 in the parameter space for high conductivity and enhanced cooling
at a mass accretion rate of 1016 g s−1.
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Figure 3.26: Lq1 in the parameter space for high conductivity and enhanced cooling
at a mass accretion rate of 1017 g s−1.
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an observed value of Lq1, some definite ranges of Lq1 can be assigned, provided that

the deep-crust heating formulation gives the correct amount of heat deposition. Over

the entire parameter space, Lq1 > 5 × 1033 erg s−1 corresponds to neutron stars with

low-conductivity crusts. Values of Lq1 < 3× 1032 erg s−1 correspond to neutron stars

with high-conductivity crusts. It is more difficult to differentiate between the types

of neutrino cooling since a fairly large range, 3 × 1032 < Lq1 < 5 × 1033 erg s−1,

overlaps both the low- and high-conductivity cases. This can be seen in a comparison

between the standard and enhanced cooling for a low-conductivity crust. Because

the conductivity is low, heat takes longer to move through the crust, and thus, more

heat builds up in the crust during the outburst. The difference between standard and

enhanced cooling is more clear in the high-conductivity case since heat can flow more

freely through the crust. Thus, after the outburst the heat emission is less than in

the low-conductivity case, so the smaller variations due to cooling from the core are

more visible.

If the uncertainty in quiescent luminosity obtained from observation is assumed

to be 5×1032 erg s−1, there is very little observable variation in Lq1 beyond τrec = 300

yr for a given outburst length for any model and accretion rate (see, in particular,

Figure 3.17). This recurrence time is on the order of the time it takes for heat to flow

from the inner crust to the top of the crust (Figure 3.1). Beyond this time, all of the

heat that was deposited in the crust during the outburst has had time to flow to the

surface.

For the high-conductivity case where the heat flows much more rapidly through

the crust, it would be very difficult to distinguish between different outburst lengths

and recurrence times since the heat left in the crust at the end of the outburst is so

small in general (Figures 3.21 - 3.26). While there are possibly observable differences

in outburst length for the low-conductivity cases with a given recurrence time, the

largest difference in Lq1 as a function of outburst length for the high-conductivity
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cases is 2 × 1033 erg s−1 (Figure 3.23). This difference is not larger than 5 × 1032 erg

s−1 for the high-conductivity/enhanced cooling cases (Figures 3.24 - 3.26), meaning

that determining an outburst length and recurrence time from these calculations for

a given observation is not possible.

Moreover, the claim of Rutledge et al. [124] that a recurrence timescale of 200 yr

is the lower limit for KS 1731-260 can be regarded in light of Figure 3.26. This figure

shows the high-conductivity/enhanced cooling case for a mass accretion rate of 1017

g s−1, slightly below the inferred value for KS 1731-260. For an outburst length of 12

yr it is clear that there is very little change in Lq1 for recurrence times even shorter

than 200 yr, so there is no need to require a long recurrence time for this source.

3.4.2 Summary

In order to provide the astronomical community with a series of calculations to be

compared with observations, the general trends found in this parameter study are as

follows: (1) A low-conductivity crust can be assigned to neutron stars with observed

values of Lq1 greater than 5 × 1033 erg s−1. In contrast, neutron stars with observed

values of Lq1 less than 3× 1032 erg s−1 can be assigned a high-conductivity crust. (2)

For a given model and mass accretion rate, Lq1 decreases for increasing recurrence

time and decreasing outburst length. (3) Lower mass accretion rates result in less heat

deposition during the outburst; hence, Lq1 is lower for lower mass accretion rates.

3.5 Future work

Though the calculations presented here are the first comprehensive study of how

the properties of neutron star transients affect cooling from an outburst state into

quiescence, there are still many facets of the problem to be considered.

First, the heat deposition in the neutron star for these calculations was taken
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from Haensel & Zdunik [66], who considered only one nuclear species. A more accurate

model of heat deposition would result from the use of the complete range of ashes from

the rp-process synthesized through electron capture and pycnonuclear calculations.

Initial studies of these electron captures are presented in Chapter 4. Considering a

range of nuclei may affect the energy production, resulting in a different thermal

profile in the crust, and thus, a different quiescent luminosity curve. In addition, the

cooling calculations should test the results of Jones [83], who predicts an energy release

due to non-equilibrium reactions less than that given by Haensel & Zdunik [66].

In addition, a study should be made to test the effect of the mass accretion behav-

ior at the beginning of, and especially at the end of an outburst. A preliminary test of

this effect was made (Figure 3.6). The figure shows that a variable mass accretion rate

affects a high-conductivity crust by reducing the quiescent luminosity significantly in

the first year of quiescence. The mass accretion rate in this case was made to decrease

linearly during the last four years of the outburst. While calculations of KS 1731-260

with a decreasing accretion rate were less consistent with the observations than the

constant accretion rate, the observations of MXB 1659-298 could possibly be better fit

with a variable accretion rate model. The duration of dropoff and non-linear dropoff

behaviours need to be studied, as well as the effects of residual accretion.

Finally, the question of the origin of the superburst observed for KS 1731-260

needs to be investigated. As was shown here, the cooling calculations for a high-

conductivity/enhanced cooling model agree with the observations to within the un-

certainty. However, it was also shown that the recurrence time for unstable 12C ignition

is incompatible with the recurrence time calculated from the energetics of the burst.

The nuclear physics of the outbursts and the isotopic composition of the superburst

region should be studied in more detail to explain this discrepancy.
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Chapter 4

Electron Captures in Neutron Star

Crusts

4.1 Theory

To calculate the series of electron captures as the primary heating source in the

crust of the neutron star, it is necessary to solve the thermal structure of the star in

conjunction with a nuclear network. The thermal model used in this calculation is from

Brown [23] and is nearly identical to that discussed in Section 3.1. The calculations

of the nuclear network follow the method of Schatz et al. [128,129].

4.1.1 Thermal structure

The thermal structure of the neutron star crust is calculated following Brown [23].

The crust is assumed to be thin compared to its radius, so the redshift, z = (1 −

2GM/(Rc2))−1/2 − 1, is nearly constant over the crust. Because the crust is thin and

the rate of mass accretion is small, the depths at which nuclear burning take place

are assumed to be fixed. The nuclear burning is then treated as a stationary front

through which material is being advected. The flow is very subsonic, and everything
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is stationary, so the energy equation [88] is given by Equation (3.1), which can be

written in the steady-state approximation as

∇ · (ρHu + F ) = 0. (4.1)

Here, H is the enthalpy and u is the velocity of the material being pushed through

the flame front; F is the energy flux. With H = G+TS, where G is the Gibbs energy,

and the continuity equation, ∇ · (ρu) = 0, Equation (4.1) can be written as

T
dS

dt
= −1

ρ
∇ · F − dG

dt
− 1

ρ
∇ · F ν , (4.2)

where F ν is the flux from neutrinos produced in nuclear interactions. Here, d/dt

denotes the Lagrangian derivative ∂/∂t + u · ∇.

Because the calculations are one-dimensional, time may be used as the indepen-

dent Lagrangian coordinate. Thus, ∂z = −(ρ/ṁ)∂t. At a constant pressure, the spe-

cific heat, cP = T (ds/dT )P , and the left-hand side of Equation (4.2) can be expressed

as

T
ds

dT
= cP

dT

dt
+ T

(

∂s

∂P

)

T

(

dP

dt

)

. (4.3)

With the thermodynamic relation

(

∂s

∂P

)

T

= −
(

∂s

∂T

)

P

(

∂T

∂P

)

s

, (4.4)

Equation 4.3 can be written as

T
ds

dT
= cP

(

dT

dt
− T

P
∇ad

dP

dt

)

, (4.5)

where ∇ab ≡ (∂ ln T/∂ ln P )s is the adiabat. Using the fact that in hydrostatic balance
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the pressure is P (t) = ṁgt, Equation (4.2) can then be written in its final form as

dF

dt
= ṁ

(

cp
dT

dt
− cp

T

t
∇ab − εN + εν

)

. (4.6)

The heat input is provided by nuclear reactions, εN , and εν is the neutrino emissivity

(Section 4.1.1). Equation (3.2) can be written as

dT

dt
= ṁ

F

ρK
. (4.7)

Equations (4.6) and (4.7) describe the thermal structure of the crust.

Energy production

Because the difference in pressure over the reaction layer is small, the heat evolved

may be calculated from the change in the Gibbs energy: δQ = −δG. From Equation

(4.2), the net heating rate can be expressed as

ε = −dG

dt
− 1

ρ
∇ · F ν . (4.8)

The first term in Equation (4.8) becomes

dG

dt
= NA

(

∑

i

µi
dYi

dt
+ µe

dYe

dt

)

, (4.9)

where µi is the chemical potential of species i, and µe is the electron chemical potential,

both of which include the rest mass. The abundance of a given isotope is Yi = Xi/Ai

and Ye is the electron abundance.

The neutrino loss term in Equation (4.8) is related to the change in electron

abundance via

1

ρ
∇ · F ν = NA

∑

i,j

Ei,j
ν

dYe

dt

∣

∣

∣

∣

i,j

. (4.10)
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The sum here is over all electron capture energy levels linking isotopes i and j; Ei,j
ν

is the neutrino energy averaged over these energy levels. Because no nuclear excited

states are included in this calculation, there is only one energy level for each nucleus

involved in a capture, and so this sum reduces to a sum over all isotopes.

Combining Equations (4.9) and (4.10), the reaction energy evolved in a given

timestep (Equation [4.8]) then becomes

ε = −NA

[

∑

i

µi
dYi

dt
+

dYe

dt

(

µe +
∑

i,j

Ei,j
ν

)]

. (4.11)

Deriving the energy in such a way, the Coulomb interactions should be incorpo-

rated into µi; however, this is difficult to implement. First, the free energy has not

been studied for a large mixture of ionic species. Numerical calculations of mixtures

of two species show that a linear interpolation of the energies of pure phases,
∑

YiGi,

gives reasonable results, though the calculation of the free energy is rather complex.

It is also not understood whether mixtures of different charge ratios will form a lattice

or an alloy. Because the Coulomb properties depend only on the electron abundance,

the equation of state routine used here simplifies the calculation of Coulomb interac-

tions by treating the plasma as if it were composed of a single ion of 〈A〉 and 〈Z〉.

In this manner, the interactions between species may be separated from the chemical

potentials, and the quantity

−
(

∂G

∂〈Z〉

)

T,P

d〈Z〉
dt

(4.12)

is added to Equation (4.11). This term the lowest order approximation to the linear

interpolation rule for the energies of pure phases, and other terms dependent on

higher orders of 〈Z〉 are included in the calculation for completion. The numerics for

Equation (4.12) are given by the Coulomb term in the fits of the free energy calculated

by Farouki & Hamaguchi [48] and are dependent on Γ (Equation [3.7]). Substituting
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the number density of electrons, ne = n〈Z〉, in Equation (3.7) shows that the lattice

energy, Equation (4.12), is a function of 〈Z5/3〉.

Physical input

The formulation of the equation of state, conductivity, and crust neutrino emission

used in these calculations is the same as that used for the cooling calculations (Section

3.1.2) with a few minor differences. First, no superfluidity is taken into account in

these calculations since there are no free neutrons in the density regime of interest.

Again, the dominant neutrino process in the crust is neutrino bremsstrahlung

(Equation [3.23]), so the other contributions are expected to be negligible. Pair,

plasma, and photo-neutrino processes which were not included in the cooling cal-

culation are included here for completeness following the work of Itoh et al. [80].

Finally, since the numerical integration starts from the top of the crust and runs

inward, a guess must be made about the flux at the top of the crust. A good estimate

of this value is something less than 1022 erg cm−2 s−1, or about 0.1 MeV ṁ u−1 [23]

for the calculations of Haensel & Zdunik [66]. A run is executed with this guess to

check for stability of the temperature and the flux is adjusted if necessary.

Nuclear reactions

In steady-state, the continuity equation for a species i with a number density ni is

∇ · (niu) =
∑

i

r, (4.13)

where
∑

i r is the sum of the creation and destruction processes for that species. With

a mass fraction defined as Xi = Aimpni/ρ, Equation (4.13) may be written as [129]

ṁ
∂Xi

∂y
=

Aimp

∑

r

ρ
. (4.14)
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It is this equation which is solved in conjunction with Equation (4.6) to determine

the nuclear energy generation rate (Equation [4.11]) and the nuclear abundances, Yi.

Reaction rates (Section 4.1.2) are given by r, which is sum of particle creation and

destruction rates. For three species, this is expressed as

∑

r = Yi−1λi−1→i + Yiλi→i+1 (4.15)

Electron capture reaction rates are contained in λi.

4.1.2 Electron captures

Electron capture rates have been measured on Earth, but cannot be used for stellar

calculations primarily because experimental rates involve electrons bound in atoms

and the stellar environment consists of individual nuclei surrounded by an electron

gas. Therefore, theoretical calculations of electron capture rates are used which include

corrections to take into account properties of the stellar environment, effects from

excited states, and extrapolation to the proper energy regime. Experimental results

such as nuclear level properties and (ft) strengths are still useful as input to the

calculations. Electron capture reaction rates used in this formulation were developed

by Fuller, Fowler, & Newman [53–56]. More recent work has been done by Pruet &

Fuller [120], who extended these rate calculations to 65 ≤ A ≤ 80. In a different

microscopic calculation, Nabi [105] used the proton-neutron quasiparticle random-

phase approximation (pn-QRPA) to calculate rates for 18 ≤ A ≤ 100. Electron

capture rates have also been calculated by Langanke & Mart́ınez-Pinedo [90] for

45 ≤ A ≤ 65 and Langanke et al. [89] for 65 ≤ A ≤ 112.

As a matter element gets compressed in the crust due to accretion, the electron
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Figure 4.1: Atomic Q-values for nuclei included in the electron capture calculations.

Fermi energy rises, and electron captures will occur through the reaction [56]

A(Z,N) + e− → A(Z − 1, N + 1) + νe. (4.16)

In the T = 0 K approximation, the reaction onto an even-even nucleus will proceed

as soon as the Fermi energy reaches the nuclear Q-value, qn. A plot of the Q-values

for nuclei included in this calculation is shown in Figure 4.1. Because of the odd-even

effect, electron capture onto an even-even nucleus is followed immediately by electron

capture onto an odd-even nucleus due to its low qn. Thus, electron capture reactions

proceed in pairs. A summary of the reactions taking place at each depth as calculated

by Haensel & Zdunik [66] are listed in Table 3.2, which also includes the pycnonuclear

reactions occurring deeper in the star. Only the first three entries of this table will

be discussed here due to limitations in the available reaction rates.

The nuclear Q-value, qn, is the mass-energy difference of the reaction in units of

mec
2 [102]

qn =
1

mec2
(mnuc,p − mnuc,d + Ei − Ej), (4.17)
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where Ei and Ej are the energies of the excited parent and daughter states, re-

spectively. The nuclear mass of the parent and daughter can be calculated from the

tabulated mass excesses:

mnuc(Z,N) = M(Z,N) + (Z + N)u − Zme + aelZ
2.39. (4.18)

Here, M(Z,N) is the atomic mass excess, u = 931.5014 MeV, me is the electron mass,

and aelZ
2.39 represents the binding energy of Z electrons with ael = 1.433×10−5 MeV.

Reaction rate calculations

At low temperatures and densities that correspond to Fermi energies near the re-

action threshold, electron capture rates are dominated by captures from the parent

ground state into the ground state of the daughter nucleus. With increasing density,

transitions to excited states in the daughter nucleus also contribute to the rate. At

higher temperatures, excited states in the parent nucleus also need to be taken into

account. With many channels open, statistical approaches of calculation become pos-

sible. Fuller, Fowler & Newman [53–56] used the available experimental information

for nuclei in the range 21 ≤ A ≤ 60 along with shell-model calculations to estimate

unmeasured Gamow-Teller matrix elements. Their results were made available in the

form of a table [55] covering a temperature range of 0.01 ≤ T9 ≤ 100 and a density

range of 10 ≤ ρ/µ (g cm−3) ≤ 1011, and were used in the calculations presented here.

A plot of these rates for the electron capture onto 56Fe is shown in Figure 4.2. Here,

ρ/µ is the mass density divided by the mean molecular weight per electron. Though

Fuller, Fowler & Newman calculated rates for all lepton interactions, and all rates

are included in the calculation, only those pertaining to electron captures will be

discussed here.

The weak decay rate from a state i in the parent nucleus to a state j in the
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daughter is given by [53]

λij = ln 2
fij(T, ρ, µe)

(ft)ij

, (4.19)

where (ft)ij is the comparative half-life, and fij is the phase space integral described

below. The comparative half-life is related to the allowed weak-interaction matrix

elements by [19]

log(ft)GT = 3.596 − log |MGT|2, (4.20)

and

log(ft)F = 3.791 − log |MF|2, (4.21)

where |MGT| and |MF| are the Gamow-Teller and Fermi matrix elements, respectively.
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The electron chemical potential is calculated from the density:

µe =





(

1 + 1.02 × 10−4

(

ρ

µ

)2/3
)1/2

− 1



 × mec
2

≈ 0.5 × 10−2

(

ρ

µ

)1/3

MeV.

(4.22)

The phase space integral, fij is given by [53]

fij =

∫

∞

wl

(qn + w)2G(+Z,w)S(1 − Sν)w
2dw, (4.23)

where w is the total electron energy in units of mec
2, wl = |qn|, and

G(+Z,w) ≡ p

w
F (+Z,w), (4.24)

where F (+Z,w) is the relativistic screening factor. Also, p = (w2−1)1/2 is the electron

momentum in units of mec. S is the Fermi-Dirac distribution function for electrons,

neglecting possible corrections from bound electrons and the ions:

S =

(

exp

(

U − µe

kt

)

+ 1

)−1

, (4.25)

where U = (w−1)mec
2 is the kinetic energy and µe is given by Equation (4.22). Sν is

the corresponding distribution for neutrinos. Sν = 0 here since inhibition of the final

neutrino phase space is not important for these calculations.

The total weak transition rate is given by [53]

λ =
∑

i

∑

j

Piλij, (4.26)
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where, again, i is a parent state and j is a daughter state. Pi is the occupation index

Pi =
(2Ji + 1) exp(−Ei/kT )

G
, (4.27)

where Ji is the spin of level i and G is the nuclear partition function for the parent

nucleus:

G =
∑

i

(2Ji + 1) exp(−Ei/kT ). (4.28)

Effective reaction rates

The electron capture rates of Fuller, Fowler & Newman [53] are available on a grid

of temperature and density points. These rates are sensitive functions of temperature

and density, and need to be interpolated. For capture interactions, not only is there

a strong temperature dependence through the population of parent excited states,

there are also considerable temperature and density dependences introduced through

the electron distribution functions in the continuum phase space factors.

A plot of this temperature and density dependence is shown in Figure 4.2. As

is clear, for temperatures of interest, T & 108, there is a sharp transition between

108 < ρ/µ (g cm−3) < 109 at which the electron capture rate suddenly turns on.

Due to the resolution of the grid, one is unable to determine the exact density and

temperature where the rate becomes important. This problem can be alleviated by

dividing out the continuum phase space capture integral to obtain an effective log(ft)

value, log〈ft〉eff . The effective rate varies over many fewer orders of magnitude than

the real rate and can be more accurately interpolated.

Taking Equation (4.19) and rewriting it as [56]

λ = ln 2
Ieff

〈ft〉eff
(4.29)
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allows for the definition of the modified phase space factor

Ieff ≡ feff

〈Geff 〉
, (4.30)

which is a complicated function of the constituent energies not reproduced here. In

this equation, feff is the phase space factor as given in Equation (4.23) with the factor

G(+Z,w) removed from the integral and replaced by an average quantity 〈Geff 〉 in

order to simplify the calculation. Also, 〈ft〉eff in Equation (4.29) is the effective value

for (ft)/〈Geff 〉. With these modifications, Ieff may be determined from Equations

(4.23) and (4.25).

It is necessary to include qn in Equation (4.23); however, and especially in these

calculations where T = 0 K is not assumed, qn should include energies of the nuclear

excited states. What is currently used as the Q-value of the reaction is simply the

difference in atomic mass excess of the parent and daughter nuclei, and this is reason-

able in the assumption that the capture occurs between ground states. The excited

states of both the parent and daughter nuclei should be taken into account, and this

inclusion can introduce an error on the order of a few MeV in qn for the onset of the

electron capture. A few MeV is a sizeable fraction of qn.

In the electron capture calculations presented here, the calculation of the effective

rate has been implemented with a code provided by Langanke & Mart́ınez-Pinedo [91],

and the results for the 56Fe electron capture can be seen in Figure 4.3.

This figure of effective rates versus density for each temperature yields some inter-

esting insights. For temperatures higher than 10 GK, the effective rates vary smoothly

with density as expected; the curve for T = 30 GK is shown as an example. However,

for temperatures lower than 10 GK, an increased rate is seen at ρ/µ = 109 g cm−3.

This is a result of the calculation for the very small rates found at low densities (see

Figure 4.2). Furthermore, the effective rates calculated for the lowest temperatures
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Figure 4.3: Effective reaction rates for electron capture on 56Fe as calculated from
the Langanke/Mart́ınez-Pinedo code [91]. Rates for some temperatures of interest are
plotted as a function of log(ρ/µ).

are even more problematic. This is due to the numerical cutoff of the real rate when

it is very small: the reaction rate is set to -99.999. This in turn leads to unrealistic

calculations of the effective rate, and thus, inaccurate effective rate interpolations

when trying to compute reaction chains. Following Fuller, Fowler & Newman, these

very low reaction rates have been extrapolated from adjacent table entries [56].

4.1.3 Numerical method

The code is comprised of two main parts: the electron capture program, and the

thermal routines. The electron capture program was modified from the steady state

rp-process calculation of Schatz et al. [129] to calculate electron captures in the outer

crust and to update the existing thermal routines with those from Brown [23] (Section

4.1.1).

Initial input to the code is neutron star mass (1.4 M¯) and radius (10 km), initial

temperature, mass accretion rate, and initial flux at the top of the crust. The neutron

82



star is assumed to be accreting steadily. The initial abundance is taken to be pure 56Fe

as the ashes from the rp-process. This composition was chosen to make comparisons

with the calculations of Haensel & Zdunik [66], though this is not realistic for most

hydrogen-burning scenarios. With these input values, an initial density is calculated

at a time, t = 107 s, which corresponds to a column depth of about 9 × 1011 g cm−2.

The network includes also neutrons and other elements in this A = 56 chain, though

their initial abundances are set to zero. The elements currently included are: 56Mn,

56Cr, 56V, 56Ti, and 56Sc. This list of nuclei is limited by the reaction rates included

in the tables of Fuller, Fowler & Newman [56].

The calculation follows a fluid element down through the crust as it evolves in

time under the steady accretion of material. For each timestep, the code calculates

the temperature, density, energy, flux, neutrino energy loss, and isotopic abundances

as well as the electron abundance. A schematic diagram of the calculational algorithm

is shown in Figure 4.4. Throughout a calculational run, the mass fraction Xi is checked

at each timestep to ensure that the mass is conserved to a certain fraction: 10−7. If

this is not satisfied, the timestep is reduced and the abundance calculation is made

again.

The most important part of the algorithm is the calculation of the timestep. The

method used here ensures that the timestep will be sufficiently small so that the

start of each reaction layer is resolved. A trial timestep, htrial, is taken based on the

current reaction rate and abundance change from the previous timestep and is checked

to ensure that it has not increased by more than twice the previous step. This is then

compared to a test timestep, which is calculated for each isotope from

htest =
Yi

ri

, (4.31)

where the abundance, Yi, and the reaction rate, ri, have been evaluated from the
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Figure 4.4: Flow chart illustrating the algorithm used in the calculation of electron
captures.
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temperature and density at htrial. If either Yi < 10−7 or ri = 0, the isotope is ignored.

If the test timestep is less than the trial timestep, the timestep is reduced by 30%

and all of the variables are recalculated. If this timestep calculation succeeds, the

temperature, density, and flux are saved as old values and the process is repeated.

The condition for the end of the run is set by a maximum temperature or density:

Tmax = 1010 K and ρmax = 1012 g cm−3.

The thermal routines consisting of Equations (4.6) and (4.7) are integrated using

a non-stiff Adams predictor-corrector method included in ODEPACK. Because a trial

flux is used, the temperatures calculated could possibly become unreasonably low or

even become negative. Thus, a term

1

2

[

1 + tanh

(

T − Tmin

δ

)]

(4.32)

is multiplied to the right hand side of the flux equation (Equation [4.7]). Here, Tmin

and δ are set to Tmin = 107 K and δ = Tmin/10. This term ensures that dT/dt will

smoothly decrease to zero for T < Tmin.

The nuclear abundance evolution is calculated from Equation (4.14) through an

implicit differencing method [6]. Explicit differencing schemes

1

δt
[Yi(t + δt) − Yi(t)] = ri(t) (4.33)

are impractical for network calculations since the timesteps required to ensure con-

vergence are unreasonably small. Implicit differencing schemes,

1

δt
[Yi(t + δt) − Yi(t)] = ri(t + δt), (4.34)

allow for larger or adjustable timesteps. This method involves n coupled equations

with n unknowns, and can then be solved by linearization. Because the reactions turn
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on quickly and abundances may change rapidly in a given timestep, the timestep must

be chosen carefully to ensure that abundance changes are small and that mass and

energy are conserved.

4.2 Results

4.2.1 The A = 56 chain

Implementing the Fuller, Fowler & Newman reaction rates with the calculation of

the effective phase space, an initial temperature of 3 × 108 K, and a mass accretion

rate of 1 ṁEdd yields the electron capture chain starting at 56Fe, which is plotted

in Figure 4.5. The vertical lines show the location of the electron capture layers as

calculated by Haensel & Zdunik [66]. The capture layers calculated here agree with

näıve predictions given the Q-values from Figure 4.1. The disagreement between these

calculations and those of Haensel & Zdunik [66] may occur for a couple of reasons.

First, the mass model they use for unknown masses may be different. In addition,

they include the energy of the first excited state in 56Mn, changing the Q-value for

the electron capture onto 56Fe slightly. Finally, the lattice energy is included explicitly

in their calculations, while it is left out of the effective phase space calculation made

here. Including the lattice energy would have the effect that an extra amount of energy

would be released in the capture reaction. This means that the electron would require

less energy, thus capturing sooner.

One important thing to note in Figure 4.5 is that the odd-even nuclei are signif-

icantly less abundant than the even-even nuclei. This is simply due to the odd-even

effect of the nuclear binding energy and the low Q-value for the electron capture.

Although 56Sc has a high abundance, this is misleading: the rates provided by Fuller,

Fowler & Newman do not include rates for nuclei past 56Sc, so this is where the reac-

tion chain ends. In this calculation 56Sc cannot burn into anything, so its abundance
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Figure 4.5: Abundance plot for the A = 56 electron capture chain. Time increases
to the right, so the initial composition is pure 56Fe and the final composition is 56Sc.
The vertical lines show the location of the capture layers as calculated by Haensel &
Zdunik [66].

remains high.

One major difference from the work of Haensel & Zdunik [66] is that for non-

zero temperature, the capture layers have a definite thickness. In their T = 0 K

approach, the Fermi distribution is very sharp and so the captures happen at a well-

defined depth. Because the temperature here is 108 − 109 K, the Fermi distribution

has a tail through which electron captures may occur, widening the layer, and also

shifting the location of the capture. If the thickness of the layers and the composition

therein happens to vary over the crust of the neutron star, this could lead to mass-

dipole anisotropies and thus, gravitational wave emission [17,137,150] for a spinning

neutron star.

This calculation differs from the work of Haensel & Zdunik [66] in another way

as well. They determined the reaction layer depth solely by examining which nuclear

species would minimize the Gibbs energy of the Wigner-Seitz cell at a given pressure.
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Figure 4.6: Plot of density for the A = 56 electron capture chain allowing for a variable
temperature. The density jumps at each capture layer are evident.

The calculations presented here implement calculated reaction rates as a function of

density and temperature. Although there are problems caused by appropriate inter-

polation of the rates, this method is likely to give a better estimate of the capture

depth since the thermal structure of the star is also taken into account.

The density of matter in the crust changes rapidly at each reaction layer. To

first order, the density scales as y3/4, where y is the column depth. Plotting ρy−3/4

removes this dependence and shows the density jumps due to the electron captures

more clearly. Figure 4.6 shows the density as a function of column depth, and these

jumps are evident. The jumps are due to the fact that reactions take place at a

constant pressure determined mainly by the electron density, ne = Zn. As the pressure

increases, the electron Fermi energy rises until it reaches a point at which the reaction

can occur. The capture takes place, and the reduction of Z at each capture layer forces

the mass density to increase in order to keep the pressure constant.

Figure 4.7 shows the energy produced at each reaction layer. In the T = 0 K
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approximation, matter is compressed and the electron Fermi energy rises until it

reaches the Q-value of the reaction (Figure 4.1). For the electron capture on 56Fe, as

for the capture on any even-even nucleus, the net energy produced in the reaction

should be zero since the reaction occurs at the threshold. For the reactions on odd-

even nuclei, the Fermi energy is already greater than the Q-value, so there will be

energy produced. These calculation are not done in the T = 0 K approximation, and

so captures are able to take place when the Fermi energy is slightly below the Q-value,

thus releasing energy. This energy release can be seen for the capture on 56Sc, since this

energy peak is only for the electron capture onto an even-even nucleus. In addition,

the captures do not happen instantaneously, so the density changes slightly in the time

during which the reactions occur, thus increasing the Fermi energy and releasing more

energy than would be expected. Figure 4.7 illustrates that more energy is released

for each subsequent reaction layer since qn − µF becomes larger for each reaction.

Comparing this figure with Figure 4.6, it is clear that these energy production regions

occur where the the density jumps are, and there is no energy production between

the layers.

4.2.2 Capture dependences

A study was made of the dependence of the electron captures on temperature. Since

these calculations do not make a T = 0 K approximation as was assumed by Haensel

& Zdunik [66], it is important to understand the differences between the two methods.

Only the electron capture on 56Fe was considered in order to keep the study simple. To

survey this, the temperature was kept constant during the calculation of an electron

capture event, and was chosen to be either 0.0101, 0.101, or 1.01 GK. The extra

percent was added to be able to clarify which temperature grid point was chosen for

the calculation.

Figures 4.8 and 4.9 illustrate the dependence on temperature for an accretion rate
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Figure 4.7: Plot of the energy production for the A = 56 chain. Note that it is the
absolute value of the nuclear energy and lattice energy that is plotted here.

of 1 ṁEdd. Note that the change in density becomes smoother as the temperature

increases. This steepness represents the thickness of the capture layer. Again, this

thickness is due to the ratio of the Fermi energy to the thermal temperature.

As can also be seen in Figures 4.8 and 4.9, the position and thickness of the

capture layer is also dependent on the reaction rate. These figures show the density

change for temperatures of 0.0101 GK and 0.101 GK for three different reaction rates:

the original rate, the rate times ten, and the rate times one hundred. Not only is the

density jump steeper for a faster reaction rate, it is clear that the layers are spread

out for higher temperatures.

The position of the capture layer for T = 0.0101 GK shown in Figure 4.8 is

due primarily to the interpolation of the effective rates. Fuller, Fowler & Newman

[56] did not calculate the effective rates for those temperatures and densities where

the numerical cutoff of the real rate is −99.999. They suggest that a reasonable

extrapolation should be used for these rates. Indeed, when the effective reaction rate
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Figure 4.8: Plot of the reaction rate dependence for the electron capture on 56Fe for
an accretion rate of 1 ṁEdd and a temperature of 0.0101 GK.

Figure 4.9: Plot of the reaction dependence for the electron capture on 56Fe for an
accretion rate of 1 ṁEdd and a temperature of 0.101 GK.
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Figure 4.10: Plot of depth of the electron capture 56Fe for an accretion rate of 1 ṁEdd

illustrating the dependence on the effective rate calculation. The original curve is
shown using an interpolation of the effective rate. The dashed line shows the calcu-
lation using an extrapolation of the effective rate. The curve for T = 0.101 GK is
shown for reference.

at a temperature of 0.0101 GK is extrapolated from a density of 109 to 108 g cm−3, the

layer falls at a depth greater than that for 0.101 GK, as would be expected. Figure 4.10

illustrates the effect of a proper effective rate calculation. The original calculation is

shown along with the density curve for a temperature of 0.101 GK. When the effective

rate is extrapolated, the reaction layer occurs at the depth expected.

The calculations presented here demonstrate the dependence of the electron cap-

ture layer on the temperature and reaction rate. The reaction rate affects primarily

the capture layer thickness: for faster rates the reaction layer becomes thinner. The

temperature, in contrast has many effects. Higher temperatures mean the electron

Fermi energy will be higher at a given depth, thus allowing the captures to occur less

deep in the crust. In addition, the temperature smooths out the Fermi distribution,

allowing captures into the tail of the energy distribution which widens the capture
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layer.

Temperatures in the crust of a neutron star may be between 107 −109 K, depend-

ing on the composition and the mass accretion rate. For electron capture on 56Fe,

according to these calculations, this temperature difference means layers can occur

at depths between 1012 − 6 × 1012 g cm−2. While this difference is not insubstantial,

it is doubtful that it would be observable. In the lightcurves of cooling neutron star

transients it has been shown that heat from the individual capture layers is smeared

together before reaching the neutron star surface. Because of this, it is not possible

to tell at which depth a given electron capture occurs. However, the difference in

depth could affect gravitational wave emission, which, with sensitive enough mea-

surements, would yield information about the crust temperature of the neutron star

if the composition structure were known.

4.3 Summary and future prospects

This work has calculated electron captures for the non-zero temperature neutron star

crust by implementing the reaction rates calculated by Fuller, Fowler & Newman [53].

The electron capture chain proceeding from 56Fe was calculated as an example. It was

also shown that electron capture reactions calculated in conjunction with a thermal

model are quite different than reactions calculated in the T = 0 K approximation.

The non-zero temperature means that the reaction layers have a finite thickness and

occur at a depth inversely proportional to the temperature. The reaction layers are

also dependent on the reaction rate, which serves to thicken the reaction layer, and

the calculation of the effective phase space.

Much work needs to be done to make the electron capture calculations useful for

neutron star crust studies such as that explained in Chapter 3. First, the reaction rate

table needs to be expanded to include more nuclei, since the current table contains
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electron capture rates only for stable nuclei of 21 ≤ A ≤ 60. Calculations of the rp-

process indicate that the ashes that would form the initial composition for the electron

capture calculations are composed of a range of nuclei up to A = 106, extending far

beyond the current available rates. In addition, the table should also be expanded

to higher densities. Second, a calculation must be implemented so that the energy

of the mother and daughter excited states are included in the nuclear Q-values used

in the effective rate calculations. Third, the calculation of the effective phase space

should be modified to take into account the cutoff values of the reaction rate when

the rate is very slow. Finally, calculations of the neutron emission and pycnonuclear

reaction rates need to be implemented, along with an extension of these rates to

higher densities.

The first three modifications will be taken into account in a new calculation being

made by Sanjib Gupta. This is an analytical calculation of the effective phase space

and as such will be applicable for any temperature and density. Besides removing the

need for an expansion of the rate table, it will also eliminate the problems related to

the interpolation between points, which will automatically take into account the phase

space. Furthermore, log(ft) values of daughter excited states have been computed by

Peter Möller for use in these calculations. They will also be implemented in the work

of Sanjib Gupta.

The calculation of the pycnonuclear reaction rates are being led by Michael Wi-

escher. These fusion reactions occur deep in the crust (see Table 3.2) at extreme

densities and the calculations need to include nuclear masses far from stability. Cur-

rently the equation of state of Mackie & Baym [96] is used for densities at the inner

crust. Because the type of matter present at this depth is uncertain, it would be de-

sirable to find an accurate equation of state at these densities. In particular, it should

take into account the neutron gas surrounding the nuclei.

Finally, to be of use for astrophysical calculations, a full series of electron cap-
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ture calculations should be run with a realistic initial abundance distribution. These

abundances can be produced from steady-state calculations by Schatz et al. [129] or

from multi-zone models [165] of X-ray bursts.
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Chapter 5

Time-of-flight Detectors

Because many of the nuclei in the deep crust of the neutron star are very neutron rich,

few experimental measurements of these nuclei have been made. Thus, astrophysical

calculations must rely on theoretical models for nuclear data input. However, several

properties of these nuclei can be measured with radioactive beams, such as the neu-

tron separation energy, half-life, and mass. Most important for electron capture rate

calculations are the masses of these nuclei. To this end, a parallel-plate avalanche

counter (PPAC) has been developed for use in mass measurement experiments in

conjunction with the S800 magnetic spectrograph at MSU. A similar technique has

been employed successfully at GANIL with the SPEG spectrometer for nuclei on both

sides of the valley of β-stability [32, 60, 61, 112, 125]. This experiment will mark the

first measurement of 70Fe.

5.1 Time-of-flight measurements

A straightforward way to measure masses of isotopes is to use a spectrograph (Figure

5.2) in conjunction with two timing detectors. The equation of motion of a particle
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in a magnetic field is given by

m
dv

dt
= qv × B, (5.1)

where m and v are the mass and velocity of the particle; q is the particle’s charge

and B is the magnetic field strength. Including the relativistic factor β = v/c and

rearranging, this formula may be written as

Bρ =
m0c

2

Ze

β
√

1 − β2
, (5.2)

where the properties of the spectrograph are on the left and the properties of the

particle are on the right. Here, ρ is the radius of the particle’s path in the magnetic

field, Ze is the charge of the particle, and the quantity Bρ is known as the magnetic

rigidity.

To measure the mass of a particle, one must know Bρ, Ze, and v. A position

measurement in the dispersive focal plane of the spectrograph determines Bρ, and

Ze is determined by an energy loss measurement. To measure the velocity, v = L/Tf ,

two detectors are placed in the beamline, a given distance, L, apart, and the time it

takes for the particle to traverse this distance, Tf , is measured. Equation (5.2) can

then be expressed as

m0c
2

√

1 − β2
=

ZeBρ

L
Tf , (5.3)

where β = v/c, containing another factor of Tf .

5.2 Measuring the mass of 70Fe

An experiment has been proposed and approved at the NSCL to measure the masses of

short-lived neutron-rich isotopes near the N = 50 shell closure through such a time-of-

flight method. The experiment will utilize the A1900 – S800 beam line system (Figure
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Figure 5.1: A map of the coupled cyclotron facility at the NSCL. The K500 and K1200
cyclotrons and the A1900 are illustrated. The S800 spectrograph is located in the S3
vault.

5.1) along with a rigidity measurement in the S800. In a single production setting,

the masses of a number of neutron-rich Fe, Ni, and Co isotopes will be measured.

A 100 MeV/u86Kr primary beam produced in the coupled cyclotrons (Figure 5.1)

will be incident on a 376 mg cm−2 Be target, and the A1900 fragment separator will

be set to select either 66Fe or 70Fe fragments. Produced along with the 66Fe fragments

in a cocktail beam will be a number of previously measured isotopes to be measured

again for calibration purposes. Table 5.1 lists nuclei that can be measured in either

setting. According to LISE [13] calculations, the 70Fe fragment with an energy of 71

MeV/u out of the A1900 will have a 680 ns time of flight.

One timing PPAC will be placed in the intermediate image chamber of the A1900

(Figure 5.1) to mark the start time. The other will mark a stop time 78 meters

down the beamline in the focal plane of the S800 (Figure 5.2). The S800 is a high-

resolution, high-acceptance spectrograph designed especially for radioactive beam ex-

periments [14]. To determine Bρ in Equation (5.3), position and angle information

in the S800 focal plane [171] is given by a pair of cathode readout drift counters

(CRDCs) separated by one meter. These detectors are filled with a mixture of 80%

CF4 and 20% C4H10 at a pressure of 50 Torr, and have an active area of 56 cm by 26

cm in the dispersive and non-dispersive direction, respectively. An ionization chamber
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Table 5.1: Production rates calculated with LISE for nuclei of interest for the 66Fe and
70Fe settings as well as lighter calibration nuclei. 20 additional unknown masses are
not listed. 50% losses due to transmission through the S800 are taken into account.
Boldface nuclei indicate r-process waiting points. Experimental mass excesses are
taken from Audi et al. [7].

Isotope Rate (s−1) TOF (ns) Rate (s−1) TOF (ns) Mass Excess (keV)
(66Fe) (66Fe) (70Fe) (70Fe)

47Ar 0.013 694.050 -29780.739±40.898
48K 0.108 674.721 -32124.479±24.117
49K 0.195 686.692 -30320.147±70.124
50Ca 1.75 668.691 -39571.456±9.297
51Ca 1.9 680.068 -35886.511±90.963
56V 70. 653.955 -52914.442±272.520
57V 110. 663.787 -52914.442±272.520
58V 35. 673.668 0.01 642.495 -52914.442±272.520
59V 4.85 683.560 0.275 651.761 -52914.442±272.520
60V 0.355 693.501 0.39 661.077 -52914.442±272.520

60Mn 1.8 646.101 -52914.442±272.520
61Mn 60. 655.117 -51735.169±260.818
62Mn 130. 664.178 -48465.626±260.818
63Mn 47. 673.247 -46751.677±279.448
64Mn 8. 683.356 0.095 650.634 -43100.221±326.023
65Mn 0.75 691.473 0.37 659.176 -40892.588±558.896
65Fe 100. 668.693 -51288.052±279.448
66Fe 29.5 677.416 -50319.298±326.023
67Fe 3.8 686.185 0.09 654.222 -46574.693±465.747
68Fe 0.235 694.961 0.3 662.445
69Fe 0.0115 703.778 0.12 670.709
70Fe 0.0225 679.016
67Co 135. 664.486 -55321.420±279.448
68Co 70. 672.899 -51828.318±326.023
69Co 15.5 681.307 -51045.864±372.598
70Co 1.75 689.764 0.08 657.575
71Co 0.09 698.217 0.3 665.496
72Co 0.095 673.457
73Co 0.019 681.494
70Ni 120. 668.656 -59485.198±326.023
71Ni 55. 676.779 -55889.632±372.598
72Ni 11. 684.897 -54678.690±465.747
73Ni 1. 693.061 0.115 660.665
74Ni 0.055 701.217 0.31 668.309
75Ni 0.095 675.994
76Ni 0.018 683.673
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Figure 5.2: Diagram of the S800 spectrograph at MSU.

is located beyond the CRDCs and measures the energy loss of the ions. It is filled

with P10 gas, a mixture of 90% argon and 10% methane, at a pressure of 300 Torr.

Finally, a series of three plastic scintillators 5, 10, and 20 cm thick measure the energy

loss and total energy of the ions. The amount of light sent by the scintillators to a

pair of attached photo-multiplier tubes (PMTs) is a function of the atomic number,

mass number, and energy of the ions. This provides Ze in Equation (5.3).

To minimize systematic errors, a careful calibration will be made using nuclei with

well-known masses. To test the method, a 66Fe setting will provide good statistics for

a large number of isotopes with measured masses ranging from Ca to Ni. The 70Fe

setting will then be used to measure new masses in the Fe – Ni region. This setting

provides a mix of unknown nuclei along with a number of calibration nuclei. The

overlap of nuclei allows for consistency checks between the two settings.

5.3 Timing detectors

In order to measure the time of flight to high precision, two PPACs [71, 95, 136, 140]

were built (Figure 5.3). PPACs are composed of thin foils separated by 1 or 2 mm
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Figure 5.3: Photograph of one timing PPAC. The left panel shows the detector as
it is used in the experiment, showing a pressure window. The right panel shows the
inside of the detector with the stack of G10 boards.

of an organic gas. As electron-ion pairs are created in the gas chamber, the electrons

drift toward an anode and produce secondary ion pairs, all of which are then detected.

PPACs are commonly used at the NSCL and other accelerator facilities for position

and timing measurements since there is little material within the detector, reducing

the energy loss of the particles. The detectors discussed here are designed to make

timing measurements only. Each detector consists of a stack of eight 2 mm thick

chambers formed by two aluminized mylar sheets stretched on G10 boards and filled

with isobutane gas. The motivation for the stack of eight chambers is to make eight

time measurements of each particle at both the start and stop locations. In this way,

the statistics are greatly increased with the same beam and experimental setup. The

stack of chambers is housed in a steel box with pressure windows aligned with the

mylar foils. The effective area of each detector is 100 cm2. As can be seen in Figure

5.4, the five holes in the G10 board above the foils allow for the flow of isobutane

between the foils.

Construction of the detectors is done by cementing a sheet of mylar to the G10

board such that the sheet touches the silver contact on the board. Another board is
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Figure 5.4: Diagram showing a G10 board used in the timing detector. The dark gray
area represents the silver contact.

then placed against the first board so that its silver contact also touches the mylar

and the five gas holes line up. This forms one cathode, and the seven other cathodes

and eight anodes are formed in the same manner. Cathodes and anodes are then

alternated, with the gas holes at one end for the cathodes and at the other end for

the anodes. Gas is free to flow throughout the interior of the box.

The electronics on each board consist of a 50 Ω resistor and a 0.010 µF capacitor

serving as a high-pass filter. With this combination, one obtains 500 ns differentiation.

The signal rise time is much shorter than this, but a relatively long differentiation

time is chosen to improve the spark resistance. A high voltage cable connects the

cathodes in series and the anodes are grounded to the steel container (Figure 5.3).

There are two large feed-throughs for the gas: one input and one outflow. The BNC

connector is for the high voltage cable, and the eight LEMO connectors are for each

of the eight channels in the detector.

Isobutane was chosen to be used in the detectors for a number of reasons. Primar-

ily, it is a organic gas which is readily available with a high purity. Trimethylpentane

would work as well, but it is difficult to get enough high-purity gas for use in these

detectors. Finally, CF4 could be used, but this is not ideal for several reasons. It
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Figure 5.5: Diagram showing the electronic circuitry for PPAC timing measurements.
The TAC start signals go through a 150 ns delay and the TAC stop signals go through
a 200 ns delay.

has a higher stopping power than isobutane at the same pressure so it has a higher

ionization potential. Thus, there is not a large gain in signal height for the amount

of energy that is lost by the particle through detection. Finally, CF4 etches away the

aluminum on the anodes and cathodes more quickly than isobutane.

5.3.1 Electronics

The basic electronics setup for tests of the detectors is shown in Figure 5.5. A signal

from each segment of each PPAC is sent to an Ortec 820 fast timing amplifier (FTA)

and then to a Tennelec 455 constant fraction discriminator (CFD) with a 10 ns delay.

The signal from channel one of PPAC 1 acts as the master gate, going through a

gate and delay generator and then into an Ortec AD413A analog to digital converter

(ADC). Signals from PPAC 1 are the start signals and signals from PPAC 2 are the

stops. One start and one stop signal are delayed by different amounts and then fed

into a time-to-amplitude converter (TAC), whose output is connected to the ADC.

The TACs were set to the best available time range at 200 ns for all electronics

and detector tests. The desired time range would be 250 ns to include all nuclei in
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the multi-species, or cocktail, beam, though a range of 200 ns only eliminates three

or four of the lightest nuclei from the spectrum. The ADC has a resolution given by

∆tof/N , where N is the number of channels and ∆tof is the spread in times of flight

for different nuclei. The Ortec AD413A has 8064 channels, resulting in a resolution of

24 ps per channel. With this time range, the expected resolution of 150 ps per timing

peak means the full-width at half-maximum (FWHM) would span 6 channels, which

is a reasonable width for fitting with Gaussian curves.

As a check of the electronics setup, a pulser signal was split and sent through

the electronics using various TAC ranges. A clean spectrum resulted, showing peaks

with a FWHM of 1 – 2 channels. This test demonstrates that the resolution of the

electronics is better than 24 ps.

5.3.2 Detector tests

A number of tests were made with the detectors in order to determine the best settings

for pressure and bias voltage for use in the experiment. In addition, the electronics

were tested further to optimize the CFD delay cable length and constant fraction.

Preliminary tests were made with a 228Th α-source in the intermediate image

chamber of the S800 (Figure 5.2). An existing gas-handling system provided isobutane

to the detectors. A very stable setting was found at a pressure of 6.0 Torr and 585 V,

yielding a signal rise time of 4 ns. With the source in place, α-particles penetrated

only the first three or four chambers of the detector, leading to a weaker signal in

each succeeding chamber. Using neighboring chambers in one detector, signals were

sent through the electronics to obtain a timing spectrum. The average FWHM of a

spectral peak was 100 channels, corresponding to a timing resolution of 2.5 ns. Tests

made with 86Kr and 36Ar beams improved the resolution slightly to 1.25 ns.

Further tests were made in an isolated vacuum chamber to reduce outside effects

that may result from electronic or vibrational noise. The mylar foils of one detector
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Figure 5.6: Plot of the FWHM (24 ps/channel) as a function of bias voltage with the
collimator in place (left panel) and with no collimator (right panel). The left panel
shows measurements at 9.0 Torr with varying CFD delay cable lengths. The right
panel shows measurements at 7.0 Torr for the low biases and 9.0 Torr at the high
biases with various CFD delay cable lengths.

were replaced with 9 µm aluminum foils, as the aluminum was expected to be more

resistant to sparks than the mylar. In addition, as the particles deposit more energy in

aluminum than in mylar, it was suspected that this would increase the pulse height,

whereby increasing the timing resolution. However, the α-particles were not energetic

enough to penetrate a chamber. In subsequent beam tests no signals were detected

in this PPAC since the breakdown threshold was very low.

Figure 5.6 shows the FWHM as a function of bias voltage in the presence of a

collimator and with no collimator in place. Pressure, CFD delay cable length, and the

CFD threshold were varied for these measurements. In general, the FWHM improves

with increasing delay cable length and increasing CFD threshold. With a collimator

in place it is clear that a better spectrum resolution is obtained since the collimator

reduces the angular spread of particles passing through the detector. However, a

higher bias is necessary to detect enough particles in a reasonable length of time. From

this data, the setup without the collimator yielding the best spectrum resolution was

obtained with a pressure of 9.0 Torr and a bias of 690 V.
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With this pressure and bias, the CFD was set with a threshold of 1000 mV, which

is rather high, limiting the number of detections. The delay cable length used was 10

ns. The CFD settings determine how the signal will be interpreted by the electronics

system. It is necessary to have a delay cable longer than the rise time, and delay

cables much longer than this serve to damp out differences in rise times from various

signals. The constant fraction in the CFD is also a variable, and though a fraction

of 40% with a delay cable comparable to the rise time would seem best, the signals

are unstable enough that better results are obtained with a fraction of 20% and a

longer delay cable. The resulting timing spectrum is shown in Figure 5.7. The primary

peak can be fit well with a Gaussian curve, illustrating that the detector behaves as

expected.

One final beam test was made in the 92-inch chamber in the N3 vault (Figure 5.1)

with a 140 MeV/u 48Ca beam using these optimal settings; however, no improvements

could be made on the resolution. Since the gas-handling system was different for each

testing location, there was little consistency between pressure measurements in each

setup. This, in turn, affected the optimal voltage; using a voltage that is too high

induces sparking between foils. The breakdown of PPACs due to various reasons has

been discussed by Fonte et al. [50]. Despite this, the major cause of the poor resolution

is thought to be from cross-talk between chambers, leading to variations in the signal

rise time. As can be seen in Figure 5.7, the variations in rise time not only broaden

the timing peak, but also create a secondary, smaller peak. Further improvements are

needed to get a desired time resolution of less than 500 ps.

5.3.3 Sources of error

To measure the time of flight with high accuracy, two items must be taken into

account: the resolution of an individual detector, and the number of measurements

that will be made in each detector.

106



Channel

N
u
m

b
er

 o
f 

co
u
n
ts

Figure 5.7: Timing spectrum obtained from the optimum setup during detector test-
ing. The spectrum has been fit with a Gaussian between channels 2780 and 2920,
which does not include the data to the right of the primary peak. The FWHM = 67.
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The electronic timing resolution of one PPAC chamber in the timing detector can

be estimated using

resolution ' noise level

pulse height
× rise time. (5.4)

The noise from a single PPAC channel is typically ∼ 10 mV and the rise time is

approximately 4 ns. At a pressure of 6.0 Torr and a voltage of 585 V the pulse height

is ∼ 300 mV, yielding a timing resolution of 130 ps for one PPAC. However, various

sources of uncertainty serve to worsen the resolution. Sources of uncertainty include

the TAC/ADC combination, non-planar geometries in the detector, the location of

ionization in each chamber, and variations of the signal for each detection.

Based on previous studies of PPACs, the goal was to build a timing PPAC that

would have a resolution of 300 ps, yielding a measurement in the stack of 8 PPACs

with a resolution of 106 ps. Given that there are two PPACs per timing measure-

ment, the total timing resolution would be 150 ps. Error in the spectrum due to the

electronics must be accounted for also. This uncertainty, due mostly to the TACs, is

55 ps, which therefore does not significantly contribute to the error for one timing

measurement. Comparing this to the timing error from the PPACs alone, it is clear

that the PPAC timing uncertainty is the limiting factor. The resolution for a timing

measurement of a 700 ns average time of flight would therefore be 2.1 × 10−4.

The accuracy constraints in the measurement of the mass are the magnetic rigidity

and the time of flight. These uncertainties are combined quadratically to give the error

in mass:
(

δm

m

)2

=

(

δTf

Tf

)2

+

(

δBρ

Bρ

)2

. (5.5)

The resolution of Bρ for the S800 is 2 × 10−4, so the total mass resolution would

be 2.4 × 10−4. To be useful in astrophysical calculations, masses are needed with an

uncertainty of about kT , or 100−200 keV for astrophysical temperatures. Measuring

the mass to within 200 keV for an A = 70 nucleus necessitates an accuracy of 3×10−6,
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which, for Tf = 700 ns, corresponds to a timing measurement with 2 ps error. To

obtain this mass accuracy with a mass resolution of 2.4 × 10−4, about 6200 events

need to be measured. For the primary nucleus of interest, 70Fe, LISE calculations

predict 7800 counts in the 96 hours of allotted beam time.

5.4 Outlook

Although it is unclear why the detectors did not perform as well as expected, the

design and use of such detectors seems promising. Because very little energy is lost

through detection in these PPACs, the particles retain much of their energy upon

detection in the S800, making for clean measurements. Additional work needs to be

done to improve the resolution of the PPACs before useful mass measurements of 200

keV accuracy may be made.

One option would be to reduce the effective area of the detector. This would serve

to reduce the capacitance of the detector and give a larger signal height. However, the

PPAC effective area is the same as for standard position PPACs and the resolution

is more likely due to variations in the rise time due to cross-talk between the various

segments. Another possibility is to increase the distance between the foils in the

detector. This would increase the mean free path of the particles, therefore increasing

the electron statistics in the detector, though more energy would be lost.

An additional proposal to make these mass measurements is to use one PPAC

timing detector in conjunction with a fast scintillator [107], or to use two scintillators

without timing PPACs. These scintillators are constructed of C9H10 at a density

of 1.032 mg cm−3 with a thickness of 0.2 mm, and it has been shown that timing

resolutions on the order of 20 ps can be achieved for heavy ion beams. Because the

plastic can be kept thin, little energy is lost in detection. However, with such a setup,

the eight-fold measurement advantage is lost.
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Chapter 6

Conclusion

The work presented here links the four areas of nuclear astrophysics: observational

astronomy, theoretical astrophysics, theoretical nuclear physics, and experimental nu-

clear physics. The integration of work in these fields leads to the understanding of

physics in dense stellar conditions such as neutron stars.

First, this work combined theoretical astrophysics and observational astronomy by

presenting a theoretical calculation made to follow the thermal evolution of a transient

neutron star over a series of outbursts and quiescent periods. The results of this

calculation were compared with two transient neutron stars: KS 1731-260 and MXB

1659-298. Agreement between calculations and observations is good for the case of KS

1731-260, indicating a high-conductivity crust and enhanced core neutrino cooling.

Comparison of observations and calculations indicate the same for MXB 1659-298,

though more work is necessary before the thermal evolution of MXB 1659-298 can

be understood, as the calculations under-predict the observed quiescent luminosity.

While constraints may still be made on the interior physics of these neutron stars,

such as the conductivity of the crust and the material at the center of the star, more

observations are necessary to better map out the actual cooling curves for better

comparison with the calculations. Moreover, the outburst recurrence time of KS 1731-
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260 cannot be constrained due to the high-conductivity crust and its low luminosity

in quiescence. The calculation of KS 1731-260 also allowed for a determination of the

depth of 12C ignition in the neutron star crust, giving a recurrence time of 95 yr for

the model which best agrees with observations. This recurrence time is much longer

than the outburst length of the source, and is also much longer than the recurrence

time inferred from the energetics. Many more studies are necessary to reconcile this

discrepancy.

To aid in interpreting past and future observations of quiescent neutron stars

which have undergone long outbursts, the cooling code was used to make a parame-

ter study of neutron stars cooling into quiescence. This survey shows how the cooling

curves change with respect to outburst length, recurrence time, and mass accretion

rate. It was found that the outburst length and accretion rate determine how much

heat is deposited in the crust over an outburst, and the recurrence time affects the

amount of heat lost during quiescence. The thermal conductivity and neutrino emis-

sion from the star were also varied. It was shown that stars with a high-conductivity

crust are much less luminous at t = 1 yr after the outburst than stars with low-

conductivity crusts. It was also shown that stars with enhanced neutrino emission

in the core cooled down to a lower quiescent luminosity than stars with standard

neutrino cooling, though a distinction between cooling models is only manifested in

the high-conductivity case. In particular, sources with quiescent luminosities less than

3× 1032 erg s−1 at one year after the outburst indicate high-conductivity crusts, and

sources with quiescent luminosities greater than 5× 1033 erg s−1 at one year after the

outburst indicate low-conductivity crusts. Finally, the outburst recurrence time for

the high-conductivity/enhanced cooling case is unconstrained for an outburst length

of 12 yr, such as in the case of KS 1731-260.

Second, the primary factors in determining how much heat is deposited in the star

are the position and energetics of the electron capture and pycnonuclear reactions
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in the crust. Building on previous calculations of electron capture reaction rates,

a calculation was made which aimed to compute the depth and energy output of

electron captures for astrophysical temperatures, as well as provide the thickness of

the burning layers. The depth and thickness of these layers were found to be dependent

on the temperature at the location of the capture layer, the reaction rate, and the

reaction Q-value, which should include the energies of excited states in the parent and

daughter nuclei. Because the dependence of the reaction rates on temperature and

density is so steep, an accurate interpolation of the reaction rate grid is necessary, and

the removal of the effective phase space from the reaction rate is an important factor

in properly determining the rate. It was discovered, however, that the effective phase

space calculation was not suitable for the calculations done here, so additional work is

needed before these nuclear reaction rates may be used in astrophysical calculations.

Finally, the major uncertainty in such reaction rate calculations is the nuclear

physics. Experiments to measure the level structure of nuclei as well as their masses

provide empirical input for the calculations. With this in mind, a pair of stacked

parallel-plate avalanche counters for use in mass measurement experiments were de-

signed, built, and tested. However, it was found that the resolution of these detectors

in their current design is not suitable for use in mass measurements requiring a high

time precision.
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Appendix A

Outer boundary condition

derivation

The steady burning of hydrogen sets a temperature of T0 = 2.5 × 108 K at a column

depth of y0 = 108 g·cm−2 [43]. In plane-parallel coördinates, the flux is given by

Equation 3.2. The conductivity (Equation 3.15) can be approximated by

K ∼ C1

Tnep
2

men
, (A.1)

where n is the number density of nuclei and C1 contains the remaining constant fac-

tors. The number density of electrons goes as the mass density, which is proportional

to P 3/4. With this substitution, the conductivity can be expressed as

K ∼ C2ρ
1/3T, (A.2)

with C2 different from C1.

The flux may then be written as

F = C2ρ
4/3T

dT

dy
. (A.3)
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Because the column depth y ∼ P ∼ ρ4/3, the flux equation may then be expressed as

F = C2yT
dT

dy
. (A.4)

Substituting u = T/T0 and x = y/y0 yields

F = (Kρ)y0,T0
ux

T0

y0

du

dx
, (A.5)

where (Kρ)y0,T0
is the product of the conductivity and density at the base of the

hydrogen burning zone. Substituting

C =

(

Fy

KρT

)

y0,T0

(A.6)

gives the solvable equation

C = ux
du

dx
, (A.7)

whose solution is

T = T0

[

2C ln

(

y

y0

)

+ 1

]1/2

. (A.8)

Calculating C at y0 and solving for the flux yields Equation 3.33.

A series of calculations was made in order to determine C. The temperature was

set at a column depth of 108 g cm−2, and the flux was varied to calculate temperatures

at the outer boundary of the crust, 2× 1012 g cm−2. A fit of this data gives C = 0.62.
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Appendix B

Heat capacity and neutrino

luminosity of the core

In order to calculate the total heat capacity of the core, it was necessary to calculate

the thermal structure of the core including a model of superfluidity. An equation of

state by Tolman [147] was used to approximate the density in the core as a function

of radius

ρ = ρc

[

1 −
( r

R

)2
]

, (B.1)

where ρc is the central density calculated from

ρc =
15M

8πR3
. (B.2)

This equation of state, although analytical, reproduces the general trend of neutron

star core equations of state that have been fit from nucleon-nucleon scattering data.

The total heat capacity is given by C =
∫

cP dV , where

dV = 4πr2

(

1 − 2Gm

rc2

)−1/2

dr (B.3)

accounts for relativistic effects and m = m(r) is the gravitational mass within a sphere
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of radius r. In this equation, the specific heat, cP , has been calculated following

the work of Yakovlev et al. [169], allowing for 3P2 neutron superfluidity and 1S0

proton superfluidity. The critical temperatures for these states were determined in

the same manner as the critical temperatures in the crust following Brown [23]. See

Table 3.1 for the relevant parameters. Due to the strong relativistic effects in the

core, the formula for the nucleon specific heat (Equation 3.9) utilises the redshifted

temperature, T (r) = Tcce
−φ/c2 .

The total neutrino luminosity in the core as input for Equation 3.35 is expressed

as

Lν =

∫

Qe2φdV, (B.4)

where Q is the neutrino emissivity (Equations 3.26 and 3.27 or Equation 3.30) and

dV is given by Equation B.3. The neutrino emissivity is composed of the relevant

components: either all modified Urca, or a combination of the direct and modified

Urca processes including reduction factors allowing for nucleon superfluidity. The

formulation used here is described in [169]. Neutrino emission due to Cooper pairing

has not been considered here since it is most effective near the critical temperature,

Tc ∼ 109 K. Temperatures in the core for these calculations are significantly below

the critical temperature, so the effects of this process are much less important than

the Urca processes.

With the neutron star characteristics used in this calculation, only the most central

part of the core was subject to the direct Urca process. This region was determined

by where the total neutrino emissivity of the core increases rapidly as a function

of density. For a 1.4 M¯, 10 km star the direct Urca region consisted of matter at

densities greater than 1.5× 1015 g cm−3. When including the direct Urca process, the

core is still subject to the modified Urca process for ρcc < ρ < 4.4 × 1014 g cm−3.

Cooling in the intervening region, 4.4 × 1014 < ρ < 1.5 × 1015 g cm−3, is treated as a

linear interpolation of the two Urca processes.
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The reduction factor for the neutron branch of the modified Urca process in Equa-

tion 3.26 is

RMn =
a7.5 + b5.5

2
exp

[

3.4370 −
√

(3.4370)2 + v2
p

]

, (B.5)

where

a = 0.1477 +
√

(0.8523)2 + (0.1175vp)2 (B.6)

and

b = 0.1477 +
√

(0.8523)2 + (0.1297vp)2. (B.7)

Protons in the core couple in a 1S0 state, so the factor vp is given by Equation 3.13.

For the proton branch (Equation 3.27), the reduction factor is given by

RMp =
a7 + b5

2
exp

[

2.398 −
√

(2.398)2 + v2
n

]

, (B.8)

where

a = 0.1612 +
√

(0.8388)2 + (0.1117vn)2 (B.9)

and

b = 0.1612 +
√

(0.8388)2 + (0.1274vn)2. (B.10)

The factor vn is given by Equation 3.14 since neutrons are expected to pair in the

3P2 configuration in the core. Of course RMn = RMp = 1 if the local temperature is

greater than the critical temperature (Equation 3.10).

In the direct Urca process, only the protons are expected to be superfluid through-

out the core, so the reduction factor in Equation 3.30 is expressed as

RD =

[

0.2312 +
√

(0.7688)2 + (0.1438vp)2

]5.5

exp
[

3.427 −
√

(3.427)2 + v2
p

]

,

(B.11)

where, again, vp is given by Equation 3.13.
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